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ABSTRACT.  In the recent time, the usage of multi date satellite remote sensing data is a commonest practice to monitor and model 
the landscape dynamics. But the reliability of information obtained from such time series analysis of satellite imagery depends heavily 
on the coherence in the spectral behavior of the multi-dates satellite data. The inconsistency in the spectral behavior among the multi- 
date satellite data may be attributed to differences in satellite orbit and sensor characteristics and even the environmental conditions. 
Indian Remote Sensing satellite (IRS) 1D and IRS P6 have been planned to have sensors of almost identical specifications to cater 
continued data service and to facilitate temporal analysis for resource planning and management. In the present paper an attempt has 
been made to compare the data quality of the Linear Imaging Self scanning System III (LISS III) data from IRS 1D and IRS P6 
satellite of identical characteristics and to ascertain their usability for temporal analysis. The radiometric characteristics of the LISS III 
images of the closest dates from IRS 1D and IRS P-6 satellites were compared band wise. Spectral classes obtained through unsuper- 
vised clustering were used to compute several class level and landscape level metrics. Statistical analysis of radiometric and landscape 
characteristics revealed a significant difference in the investigated dataset and their usability for temporal analysis is subjected to 
proper calibration of radiometric behavior of the two data sources. 
 
Keywords: Indian remote sensing satellite, landscape analysis, radiometric behavior, spectral cluster 

 
 

 

1. Introduction 

Remote sensing technology has made a significant progre- 
ss for earth observation in last two decades. By virtue of its 
cost effectiveness, repetitive, multi-spectral and synoptic view 
has high appreciation in resource planning and management at 
landscape level. In landscape ecology remote sensing data is 
used for thematic mapping, resource inventory, change detec- 
tion, spatial modeling, generation of management plans etc. 
To understand certain natural and man-made changes in land- 
scape, a time step of 5 to 10 years or more is required (Nunes 
and Auge, 1999). The understanding of driving forces and rate 
at which the changes are occurring also require analysis of time 
series remote sensing data from one or other sensors. But the 
reliability of information obtained from such time series ana- 
lysis of satellite imagery depends heavily on the coherence in 
the spectral behavior of the multi-dates satellite data. The in- 
consistency in the spectral behavior among the multi-date sa- 
tellite data may be attributed to differences in satellite orbit 
characteristics and sensor characteristics such as spatial, radio- 
metric, spectral resolutions and snag in sensor itself. Besides, 
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environmental factors such as atmospheric and illumination 
condition also imparts discrepancy in the spectral behavior of 
multi-dates satellite data (Jayabharathi et al., 2003). 

In time-series data analysis of remote sensing data, spec- 
tral response of particular object with precise geometric fideli- 
ty at different time is very critical and is a key to success (Lu- 
netta, 1999). Variation in solar illumination conditions, atmos- 
pheric absorption and scattering can affect detector performan- 
ce by changing the receiving radiance value through addition 
to or subtraction from the expected radiance value (Jensen, 
1996). Use of multi-date or multi-senor data for quantitative 
change detection studies require that either radiance measured 
in various bands by different sensors or conversion factors be 
known amongst them (Singh, 1989). This fact stimulate resear- 
cher to study inter-sensor radiometric behaviour and the cor- 
responding band calibration to improve the conjunctive use of 
data from different sensors or data of different dates from 
same sensor. Robino (1982) has attempted the computation of 
physical values from Landsat digital data of Landsat 1, 2, 3 
and 4. The study revealed the significance of physical values 
especially when internally non-consistent data of different sa- 
tellite/sensors are being used. Krishnamurthy et al. (1991) com- 
pared the radiometric behavior of IRS (Indian Remote sensing 
Satellite) 1A LISS (Linear Imaging Self-Scanning System) I 
and LISS II sensors by converting the digital number to radi- 
ance value. Through linear curve fitting and correlation coef- 
ficient they revealed good agreement between the correspond- 
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ing bands of both the sensors. Jayabharathi et al. (2003) also 
reported similar results for sensors of IRS 1C and IRS 1D sa- 
tellite. Thome et al. (1997) and Teillet et al. (2000) provided 
cross calibration procedure for different sensors of LANDSAT 
satellite. Recent work in this direction includes comparison of 
the IRS-P6 and the Landsat sensors by Chander et al. (2008), 
intersensor calibration (Pasule et al., 2008; Senthilkumar et al., 
2006), effect of radiometric uncertainty in vegetation analysis 
(Vicente-Serrano et al., 2008; Miura et al., 2000), burn severi- 
ty detection (Wagtendonk et al., 2004), leaf area index calcu- 
lation (Soudani et al., 2006), marine aerosol modeling (Mishra 
et al., 2008). 

Indian Space Research Organization (ISRO) has launch- 
ed IRS P6 in October 17, 2003 with the objectives of provid- 
ing continuity to existing data from IRS 1D (launched in 1998) 
and to facilitate time series analysis. It also offers newer app- 
lications owing to enhanced capabilities of the sensors. The 
spatial and spectral resolution of LISS III sensor which onbo- 
ard both IRS 1D and IRS P6 makes these data highly suitable 
in analyzing changes in vegetation cover and monitoring envi- 
ronmental processes. Although the dataset have identical para- 
meter with pre launch calibration, may still have anomalous ra- 
diometric behavior due to any of the reasons viz., the detector 
aging, satellite injection vibration, onboard electronic system 
anomalies, orbital characteristics etc (Oza, 2004). It is, thus, 
imperative to carry out a comparative study of these dual sen- 
sors to ascertain the feasibility of using data in conjunction for 
a given application. None of the studies have analyzed the role 
of radiometric behavior of multitemporal LISS III data from 
these satellites for landscape dynamics. 

The present research communications will fill that gap by 
considering a case study of landscape analysis along with the 
radiometric comparison of LISS III data from IRS 1D and 
IRS P6 satellite. The present work is aimed at a comparative 
appraisal of radiometric behavior of the LISS III data of IRS- 
P6 and IRS-1D to ascertain the feasibility of using LISS III of 
the IRS 1D and IRS P6 in continuity and/or conjunction with 
each other for landscape analysis. 

2. Methodology 

2.1. Study Area and Data Used 

Due to the limited number of co-incident image pairs be- 
tween these sensors, the scene selection for these studies pro- 
ved to be a challenge. Due to the lack of near-simultaneous 
images, traditionally required for sensor calibration and appli- 
cation evaluation, alternatively closest dates images that have 
high reflectance, large dynamic range, high spatial uniformity, 
high Sun elevation, and minimal cloud cover were investigated. 
The present study was carried out in Daltonganj district of 
Jharkhand state of India. The study area lies between 24º 00' 
to 24º 15' N altitude and 84º 15’ to 84º 30’ E longitude, 
covered by Survey of India (SOI) 72-D4 topographic map.  

The final LISS III scenes selected for the current work 
were cloud-free scene from both satellite and covering part of 
the same footprint were procured from National Remote Sen- 

sing Centre (NRSC), Hyderabad. The detail characteristics of 
the sensor and satellites are presented in Table 1.  

 
Table 1. Characteristics of LISS III Sensor of IRS 1D and IRS 
P6 

Characteristics IRS P 6 IRS 1D 

Altitude 817 km 817 km 
No. of orbit 341 341 
Inclination 98.7 98.53 
No of orbit/day 14.203 14 
Orbit period (min) 101.35 min 101.35 min 
Repetivity 24 days 24 days 
Equatorial crossing time (Hr) 10:30 ± 5 10.30 to 10.47  
Date of Pass 10.03.2004 07.03.2004 
Path/Row 104/055 104/055 

B1 (Green) 0.52 - 0.59 0.52 - 0.59 
B2 (Red) 0.62 - 0.68 0.62 - 0.68 
B3 (NIR) 0.77 - 0.86 0.77 - 0.86 

Spectral 
Resolution 

B4 (SWIR) 1. 55 -1.70 1. 55 - 1.70 
Spatial resolution  23.5 m 23.5 m for B1, B2, 

B3 & 70 m for 
band B4 

Radiometric resolution  7 bits 7 bits 

 
Both the IRS P6 and IRS 1D satellites were planned to 

have almost identical specifications to cater continued data re- 
quirements with minute different in orbit inclination and equa- 
torial crossing time while the LISS III sensors are also identi- 
cal characteristics with only exception for the spatial resolu- 
tion of band 4 i.e. 23.5 m for IRS P6 while 70 m for IRS 1D 
(NRSA, 2003). 

 
2.2. Method 

Sub-scene of the study area was extracted from LISS III 
of IRS-1D and IRS P6. LISS III data were geo-referenced us- 
ing survey of India (SOI) topographic maps of 1:50000 scale 
of the same area. Image to image registration was performed 
for IRS 1D LISS III data using geo-referenced LISS III image 
of IRS P6 as reference. RMS error for registration was restric- 
ted to less than 0.3 pixels. 

The radiometric behavior of the two scenes were compared 
using their band histogram, radiometric profiles and entropy 
content for individual band and the first principal component 
(PC 1) image. Histogram statistics such as minimum, maximum, 
mean, standard deviation and contrast (range) were computed 
for all the corresponding bands of the two data sets by using 
ERDAS Imagine software. In order to compare the radiome- 
tric profile of LISS III data from the two satellite digital num- 
bers (DN) for each band were collected at thirty-eight (38) 
random points. DN is the radiance energy received by the sen- 
sor followed by quantization as per the radiometric resolution 
of the sensor. Scatter plot was also used to compare the radio- 
metric behavior of the corresponding band of the two LISS III 
data set. 

The concept of entropy from theory of information con- 
tent (Shannon and Weaver, 1949) was used to measure the 
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amount of spatial information in each band of the LISS III 
images. Entropy can be calculated using Equation 1: 
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where, Pi is probability of a cell being classified as class type 
i and m is number of classes. The value of entropy increases 
with increase in information content of a particular band and 
vice-versa. Entropy content of first principal component that 
used to have more than 95% of information of an LISS III im- 
age were also compared for both the LISS III data. Principal 
components analysis (PCA) is a method of data compression 
that allows redundant data to be compacted into fewer bands 
and are often more interpretable than the source data (Jensen, 
1996). To compute a principal components transformation of 
satellite sensor data is implemented computationally using three 
steps (Eklundh and Singh, 1993):  

(i) Calculation of either variance-covariance matrix (non- 
standardized) or correlation matrix (standardized) of the sate- 
llite sensor data; 

(ii) Computation of the eigenvalues and eigenvectors of 
the variance-covariance matrix or correlation matrix; and  

(iii) Linear transformation of the satellite sensor data us- 
ing the coefficients of the eigenvector matrix.  

To explore the effect of radiometric behavior on spectral 
clustering, an unsupervised classification called Iterative Self- 
Organizing Data Analysis Technique (ISODATA) was used. 
ISODATA Clustering is iterative in that it repeatedly performs 
an entire classification (outputting a thematic raster layer) and 
recalculates statistics (Tou and Gonzalez, 1974). The process 
begins with a specified number of arbitrary cluster means or 
the means of existing signatures, and then it processes repeti- 
tively, so that those means shift to the means of the clusters in 
the data. On the first iteration of the ISODATA algorithm, the 
means of N clusters can be arbitrarily determined. After each 
iteration, a new mean for each cluster is calculated, based on 
the actual spectral locations of the pixels in the cluster, instead 
of the initial arbitrary calculation. Then, these new means are 
used for defining clusters in the next iteration. The process 
continues until there is little change between iterations (Swain, 
1973). 

Seven spectral classes were obtained for both the images 
using all the four bands and by excluding the band 4 (SWIR). 
The Kappa statistic was used to measure the agreement or con- 
sistency between two dataset. Kappa statistics is an index whi- 
ch uses an error matrix and compares the agreement against 
that which might be expected by chance. Kappa coefficient is 
more than an absolute value of agreement as it includes a cor- 
rection for chance agreement. The Kappa statistics can be wri- 
tten as: 
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where r is the number of columns/rows of the error matrix; N 
is the total number of observations; xii is the number of coin- 
cident observations (diagonal elements of the matrix); and xi+ 
and x+i are the marginal totals for ith row and column respec- 
tively. The possible values range from +1 (perfect agreement) 
via 0 (no agreement above that expected by chance) to −1 
(complete disagreement) (Jensen, 1996). 

In the next step, both the clustered images were put into 

FRAGSTAT software for exploring the effect of radiometric 

behavior of LISS III data in landscape analysis through spec- 
tral clustering. Patch level metrics such as number of patch 
(NP), patch density (PD), perimeter-area fractal dimension 

(PAFRAC), interspersion-juxtaposition index (IJI) and cohesi- 
on (COHESION) were used. While at landscape level three ex- 
tra metrics i.e. largest patch index (LPI), Contagion (CONTAG) 

and Shannon diversity index (SHDI) were calculated for com- 
paring the structural and compositional pattern of the two clu- 
stered image generated from LISS III data of IRS 1D and IRS 
P6. For details on the landscape metrics used in the present 
study, one may refer to McGarigal and Marks (1995). 

3. Results and Discussions 

3.1. Site Selection and Preprocessing 

The accuracy of the inter sensor comparison depends main- 
ly on the uniformity of the site, positioning accuracy, viewing 
angle differences and uncertainties from atmospheric condi- 
tions. Due care has been taken in this direction during the set 
up of research work. The study site selected generally shows 
little seasonal variation and is relatively flat to avoid terrain 
induced distortion in image for different viewing angle. The 
time of image acquisition is the second week of March with 
three days interval when the atmospheric condition remains 
relatively stable over the study site. To keep the positional ac- 
curacy within admissible limit for inters sensor comparison, 
image-to-image registration was performed avoiding misregis- 
tration and overall RMSE was kept below 0.3 pixel. 

LISS III sensor exhibits linear response to incoming radi- 
ance from the Earth’s surface radiance. This response is quan- 
tized into 8-bit values that represent brightness values com- 
monly called Digital Number (DN). DN value has been used 
for radiometric comparison of the sensors in the subsequent 
analysis because digital classification of remote sensing ima- 
ges is based on this physical number. 

 

3.2. Radiometric Comparison 

In the present study radiometric comparisons of corres- 
ponding bands of the two sensors were carried out using his- 
togram statistics, radiometric profile, scatter plot and entropy. 
Ideally, both the LISS III data should be radiometrically iden- 
tical due to almost similar sensor specification and unchanged 
environmental condition such as sun illumination, surface and 
atmospheric properties. However, the band wise histogram sta- 
tistics of the two data presented in Table 2 reveals some ano- 
malies.  
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The results show that the radiance values are not satura- 
ting for any data set. The DN values of the four bands of 1D 
LISS III are 117.37 ± 14.36, 104.39 ± 16.87, 100.49 ± 11.98 
and 213.77 ± 22.43 respectively while the corresponding va- 
lues for P6 LISS III are 152.71 ± 18.45, 115.72 ± 19.30, 
118.68 ± 14.49 and 171.01 ± 20.43 respectively. It has been 
observed that the minimum, maximum, mean and contrast 
value of IRS P6 are comparatively higher than the corres- 
ponding value of IRS1D in all bands except band 4 (SWIR).  

The higher DN value and contrast in the band 4 of LISS 
III data of IRS 1D due to fact that it receive radiance from a 
bigger land unit (70 m × 70 m as compared to 30 m × 30 m in 
case of IRS P6) and hence the radiance converted DN value is 
higher than the IRS P6. Similarly, the standard deviation of 
DN for all band except band 4 (SWIR) is greater for IRS P6 
LISS III than the IRS 1D LISS III. A broadening of the band 
histogram of P6 LISS III suggests improvement in dynamic 
range and information loads as compared to 1D LISS III. It 
further indicates that a better classification results would be 
obtained with IRS P6 LISS III data for given number of class. 
In case of P6 LISS III, radiometric saturation is obtained for 
band 1 (Green) and band 4 (SWIR) while in 1D LISS III satu- 
ration is obtained for band 4 only. 

Theoretically, the radiation emitted by a target recorded 
simultaneously by the two independent sensors should be ide- 
ally same i.e. there should be 1:1 correspond between the their 
radiometric value in all the bands. For comparison of the two 
sensors, the band wise radiometric profile (Figures 1 to 4) and 
scatter plot for DN value of P6 LISS IIII vs 1D LISS III were 
presented in Figures 5 to 8. A radiometric profile illustrates 
the spectral behavior of given band in a spatially distributed 
manner in contrast to global statistics discussed above and was 
obtained by recording the DN value at thirty eight (38) ran- 
dom points  

The figures demonstrate a wide gap i.e. deviation between 
the radiometric profiles of the two sensors in all the bands. 
The deviations are more in case of band 1 and band 4. Despite 
of difference in DN value between the sensors, they follow a 
similar trend through out the sample point in all the four 
bands. The figure also reveals that the DN value of LISS III 
image of IRS P6 are consistently higher than that of IRS 1D 
in bands 1, 2, and 3 while for band 4 reverse is true. The 
higher contrast characteristics of all the four bands incase of 
IRS P6 ensure better quality for data display and interpreta- 
tion. 

The R2 and linear regression function for obtained by plo- 

tting the DN value corresponding band of P6 LISS III against 
1D LISS along with plot are presented in Figures 5 to 8. The 
expected 1: 1 reflectance line is also plotted for reference. R2 

show the strength of linear relationship between the corres- 
ponding bands of investigated dataset and the regression func- 
tion obtain through least squares fit gives the cross-calibration 
gain and biases as the coefficients of the linear fit. These co- 
efficient can be used to cross calibrate the two sensor for the 
study site. 

 

 
 

Figure 1. Radiometric profile of band 1 of IRS P6 LISS III 
and IRS 1DS LISS III. 

 

 
 

Figure 2. Radiometric profile of band 2 of IRS P6 LISS III 
and IRS 1DS LISS III. 

 
The figures suggest a good correlation for Bands 1, 2 and 

3 while there is a poor correlation (R2 = 0.5171 ) for band 4 of 
the two sensors. The order of correlation among the different 
bands is in the order of Band 1 > Band 2 > Band 3 > Band 4. 

Table 2. Histogram Statistics of Different Bands of LISS III Data of IRS1D and IRS P6 

IRS 1D LISS III IRS P 6 LISS III Histogram 
statistics Band1 Band2 Band3 Band4 Band1 Band2 Band3 Band4 
Min 69 46 28 54 87 47 28 57 
Max 203 189 160 255 255 220 186 255 
Mean 117.37 104.39 100.49 213.77 152.71 115.72 118.68 171.01 
S.D 14.36 16.87 11.98 22.43 18.45 19.3 14.49 20.43 
Contrast 134 143 132 201 168 173 158 198 
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However, the figures show a systematic deviation from the 
one-to-one line, which is expected, in all the bands. Despite of 
good correlation among Bands 1, 2 and 3 of the two sensors, 
plots are biased towards the P6 LISS III (above the 1:1 line) 
while for band 4 the plot is biased towards the 1D LISS III 
(below the 1:1 line). The magnitude of deviation is in the 
order of Band 4 > Band 1 > Band 3 > Band 2. Thus it is the 
band two (high correlation and least deviation) for which both 
the sensors are most consistent in their radiometric behavior. 
In contrast, it is the band 4 (least correlation and highest devi- 
ation) followed by band 1 which are most significant con- 
tributors towards radiometric anomaly between the two sen- 
sors. It can also be seen from Figures 5 to 8 that the gap 
between the 1:1 line linear regression line widen up towards 
higher DN value i.e the sensor anomaly increases at high 
reflectance region or at near saturation reflectance for all the 
four bands.  

 

 
 

Figure 3. Radiometric profile of band 3 of IRS P6 LISS III 
and IRS 1DS LISS III. 
 

 
 

Figure 4. Radiometric profile of band 4 of IRS P6 LISS III 
and IRS 1DS LISS III. 

 

The fact of relatively better radiometric quality of the P6 
LISS III as compared to 1D LISS III has been further sup- 
ported by comparing the information content or entropy mea- 
sure of the individual band and first principal component of 
the LISS III images (Figure 9).  

Entropy of a raster band describes the total information 
content in the image and higher entropy is desirable for better 

image interpretation. The Figure 5 clearly demonstrate that in- 
formation content of first three bands and the first principal 
component (PC 1) of IRS P6 LISS III is higher than its cor- 
responding value for IRS 1D LISS III. Entropy for Band 4 
(SWIR) was not calculated as entropy for band 4 is deemed to 
be higher for IRS P6 due to higher spatial resolution. Within 
the sensor the entropy content were found to be in the order of 
PC 1 > Band 2 > band 1 > Band 3 for both the sensors. 
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Figure 5. Regression line of DN value of band 1 of LISS-III 
images of IRS 1D and IRS P6. 
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Figure 6. Regression line of DN value of band 2 of LISS-III 
images of IRS 1D and IRS P6. 
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Figure 7. Regression line of DN value of band 3 of LISS-III 
images of IRS 1D and IRS P6. 
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Figure 8. Regression line of DN value of band 4 of LISS-III 
images of IRS 1D and IRS P6. 

 

3.3. Unsupervised Classification 

From the preliminary radiometric comparison discussed 
above it is clear that band 4 is major source of uncertainty. 
Therefore, clusters were generated using all the bands as well 
by excluding the band 4 to check for any improvement in 
classification and landscape analysis. Moreover to avoid any 
user induced bias unsupervised classification was chosen. Thus, 
theoretically an identical clustering would be expected. How- 
ever, the classification outputs presented in Table 3 indicate 
anomalous spectral clustering.  

Table 3 shows a comparative distribution of number of 
pixel under each spectral class for both the data set using all 
band and by excluding the band 4 (SWIR). Examining clu- 
stered image generated using all bands, highest variation are 
observed for class 2 (28.57%), class 1 (10.05%) and class 7 
(10.5%) while lowest variation are observed for class 4 (−0.97%) 
and class 3 (−2.14%). On excluding the band 4 for cluster 
generation changes in the percentage difference and their signs 
are observed. It is quite apparent from Table 3 that the class 2 

and class 1 are the highly affected clusters due to spectral ano- 
malies but there is a decrease in their percentage of variation 
on excluding the band 4 in spectral clustering. But it is class 3 
(2.23%) instead of class 4 (−7.49%) that show least amount of 
anomaly on excluding the band 4 in unsupervised classifica- 
tion. However, it is very difficult to interpret whether there is 
a improvement in consistency in spectral clustering on exclu- 
ding the band 4.  

In order to validate and cross check the consistency be- 
tween the two dataset for spectral clustering Kappa statistics 
was used. During Kappa analysis the clustered images of IRS 
1D and IRS P6 were used as reference and classified image 
respectively and the obtained results are presented in Table 4. 

Table 4 reports the four accuracy statistics i.e. accuracy, 
omission error, commission error and KHAT. Accuracy des- 
cribes the proportion of pixels that is classified into a same 
cluster class in both the classified images. Omission error is 
the proportion of pixels that is misclassified into cluster other 
than the cluster of interest while commission error is the pro- 
portion of pixels that is misclassified as cluster of interest. 
KHAT is the output of these three statistics after a correction 
has been applied for chance accuracy. The overall accuracy 
statistics presented in Table 4 demonstrate a little improve- 
ment in accuracy statistics on excluding the band 4 in cluster 
generation as envisaged from high value of overall accuracy 
and KHAT value. This improvement may be accounted to low 
correlation between the DN values of band 4 as compared to 
other bands of the two dataset being investigated. The other 
reasons may be the malfunctioning of band 4 of IRS 1D LISS 
III image as some bad strip or line is easily visible in its band 
4 and difference in spatial resolution for the band 4 of the two 
sensors. The KHAT values of clustering using all band and 
excluding the band 4 are 0.3541 and 0.3572 respectively and 
in both the cases the p-value for KHAT are found to be < 
0.0001 at 95% confidence interval. The results imply that the 
two dataset may lead to significantly inconsistency in cluster 

 

Table 3. Number of Pixels Under Each Spectral Class in Different Classified Images (in Thousands) 

B-1234 B-123 Spectral 
Class P6 1D % variation P6 1D % variation 

1 111.462 132.774 -16.051 151.222 168.729 -10.376 

2 199.431 155.113 28.571 177.330 149.045 18.977 

3 223.544 228.426 -2.137 216.511 211.789 2.230 

4 273.211 275.883 -0.969 264.375 285.786 -7.492 

5 318.409 342.157 -6.941 321.877 341.805 -5.830 

6 255.004 240.509 6.027 255.112 233.208 9.392 

7 52.847 59.046 -10.499 47.481 43.546 9.036 

 
Table 4. Overall Accuracy Statistics of Clustering Using All Bands and Excluding the Band 4 

Statistics Accuracy Omission Error Commission Error KHAT 

All bands 0.4627 0.5373 0.0895 0.3541 

Band-123 0.4669 0.5331 0.0888 0.3572 
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generation if proper calibration is not applied. 
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Note: 1, 2, 3 and PC-1 represents bands 1, 2, and 3 and first principal 
component derived using all the four bands. 
 

Figure 9. Entropy of first three bands and first principal 
component (PC-1) of LISS-III images of IRS 1D and IRS P6. 
 

3.4. Landscape Analysis 

Landscape metrics are a standard tool in the study and 
monitoring of landscape pattern and change. But their calcula- 
tion is highly sensitive to the input classisfied thematic map 
which in turn significantly affected by the radiometric charac- 
teristics of the remote sensing data. The results of landscape 
analysis in the present study also confirmed siginificant vari- 

ation in patch level and landscape level metric computed from 
LISS III image of IRS P6 and IRS 1D satellite that have oth- 
erwise identical specification. As planned, to explore the im- 
pact of radiometric inconsistency in the two dataset on land- 
scape analysis through spectral clustering, various landscape 
metrics were calculated at class level using Fragstat software.  

Table 5 shows the percentage of deviation in class level 
metric derived from clustered image generated using all the 
bands as well as by excluding the band 4 of both the sensor. 
The deviation was calculated by subtracting the class level 
metric value obtained from 1D LISS III image from its corres- 
ponding value obtained from P6 LISS III image. It is quite 
obvious from the Table 5 that high amount of deviation in NP, 
PD, and IJI for all the spectral classes while least in PAFRAC 
in both cases. However on excluding the band 4 in clustering, 
there is a considerable improvement i.e. decrease in deviation 
of class level metric for all the cluster classes except cluster 
class 7.  

Table 6 gives an idea about the landscape level metric 
calculated from both the images using all the bands and by 
excluding band 4. The table also show percentage deviation in 
the value of landscape metric calculated from P6 LISS and 1D 
LISS III image. It is evident from the high value of NP and 
PD for the LISS III data of IRS P6 that it creates a compara- 
tively more patchy pattern for the study site. These patchy pa- 
ttern cause intermingling of different patch type and made the 
landscape more complex as these are obvious from the com- 

 
Table 5. Percentage Deviation in Different Class Level Metrics Obtained from Two Sensors Using All the Bands and by 
Excluding Band 4  

Percentage Deviation-all band Percentage Deviation-excluding band 4  Class 

NP PD PAFRAC IJI COHESION NP PD PAFRAC IJI COHESION
1 78.53 78.51 5.24 51.09 -0.30 35.28 35.22 1.54 41.58 -0.22 
2 60.99 60.95 1.25 25.46 -1.21 29.89 29.83 -0.69 10.65 -1.19 
3 51.83 51.79 -1.16 21.49 -14.54 20.81 20.74 -0.88 12.03 -8.00 
4 54.69 54.66 -1.59 22.59 -18.62 18.50 18.43 -1.57 12.03 -8.16 
5 70.58 70.56 -0.45 11.07 -14.36 25.53 25.47 -0.87 10.61 -9.15 
6 64.92 64.89 2.67 30.83 -3.57 28.43 28.37 0.77 18.01 -1.46 
7 34.55 34.49 0.74 28.56 -3.02 45.26 45.21 0.83 26.94 -3.01 

Note: NP = number of patch, PD = patch density, PAFRAC = perimeter area fractal dimension, IJI = interspersion juxtaposition index 
 

Table 6. Different Landscape Level Metrics Obtained from Thematic Maps Generated by Using all the Four Bands and by 
Excluding the Band 4 

Landscape Band-1234 Band-123 

Metric P6 LISS-III 1D LISS III % change P6 LISS-III 1D LISS III % change 
NP 184738 74364 59.746 202587 153962 31.582 
PD 232.749 93.771 59.711 255.237 194.143 31.469 
LPI 2.791 2.371 15.033 4.127 4.592 -10.129 
PAFRAC 1.404 1.406 -0.121 1.404 1.415 -0.785 
CONTAG 24.705 32.273 -30.632 24.065 27.748 -13.276 
IJI 70.998 62.330 12.209 71.333 65.444 8.998 
COHESION 90.893 95.205 -4.744 89.773 91.546 -1.937 
SHDI 1.841 1.843 -0.098 1.848 1.834 0.774 

Note: NP = number of patch, PD = patch density, LPI = largest patch index, PAFRAC = perimeter area fractal dimension, CONT = contagion, 
IJI = interspersion juxtaposition index, SHDI = Shannon diversity index 
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paratively high value of IJI and low value of COHESION for 
P6 LISS III image generated landscape metric in both the 
cases. The iregularity in the values of the rest of the metric 
constrained to generalize any specific trend in them. The 
p-values of paired t-test for the two dataset in both case are 
found to be 0.35. The medium p-value of landscape level 
metric again indicates a lack of coherence between the dataset. 
The important observation is that on excluding the band 4 
there is a considerable decrease in percentage deviation of the 

all metrics but PAFRAC and SHDI calculated using the LISS 
III imaged from the two investigated satellite i.e. IRS P6 and 
IRS 1D.  

4. Conclusions 

Environmental modelers frequently use remote sensing 
data from different satellites in order to obtain a cloud-free 
image, complete coverage of the study site or time series ana- 
lysis over an extended period of time. However, each remote- 
ly sensed satellite image source has its own specifications 
which raise the issue of the feasibility or compatibility of us- 
ing radiometric data acquired from different sensors. In the 
present study the radiometric behavior of LISS III data from 
IRS 1D and IRS P6 compared and their consequences on 
landscape analysis through spectral clustering was presented. 
The study has also revealed the significance of physical va- 
lues (DN value) which are the basis of digital classification. 
The promising results of the presented study may open new 
perspectives on spatial and temporal use of multi-sensor data 
for landscape analysis. Results from different radiometric ana- 
lysis, spectral clustering and landscape analysis show mode- 
rate agreement between the two dataset that were not radio- 
metrically calibrated. However, the radiometric behavior of 
IRS P6 data is better than that of IRS 1D as envisaged from 
improved spatial resolution for band 4, high contrast in his- 
togram analysis and entropy of the individual band and PC 1. 
The results of spectral clustering and the subsequent test for 
coherence using various accuracy statistics and landscape ana- 
lysis show a statistically significant inconsistency in the in- 
vestigated dataset. The various band wise radiometric ana- 
lysis identified band 4 (SWIR) as main source of uncertainty 
in using the LISS III image from IRS 1D and IRS P6. This 
inference has been further strengthen by the increase in KHAT 
value in kappa analysis of the clustered image and reduction 
in the percentage deviation of the both patch as well class 
level metrics on excluding the band 4 in analysis. Thus, it is 
advisable to perform band wise radiometric calibration be- 
tween two sensors whenever data from different satellites/ 
sensors or multi-date data from same sensor are to be used in 
conjunction to obtain a more reasonable and reliable result. 
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