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ABSTRACT.  The purpose of this paper is to propose a method to estimate the total number of the environmental population in a 
region. Here, we assume that the occurrence of the population in the sample site follows a distributional count pattern. We use the 
Horvitz-Thompson estimator for the formation of the estimation process. We provide simulated results and an example using tiger 
census data to illustrate the proposed estimation procedure, and compare it with estimates obtained from a commonly used method 
known as the simple random sampling (SRS). The results show that the mean squared error (MSE) of the proposed method is lower 
than that of the SRS and the statistical test also shows a good result in favour of the proposed method. Our method of estimation also 
shows very good outcome for smaller sample sizes compare to the SRS. As well, this method is flexible in application and also very 
inexpensive in both time and cost. 
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1. Introduction  

Detectability, or detection probability, is a widely used 
procedure in environmental sampling. Detectability is defined 
as the probability that an object in a given unit, plot, or site is 
observed, seen, heard, caught, or detected by some other means. 
For example, in a survey of environmental populations, the ob- 
server is typically unable to detect every individual of a species 
in the vicinity of a selected sampling site. A number of special 
techniques (e.g. Thompson, 1992, 2002; Cochran, 1977) have 
been developed for estimating population when detectability 
problems are generally high. 

This paper emphasizes estimation of the total population 
size by observing the occurrence pattern of the objects in the 
plot or site. We use both detectability and Horvitz-Thompson 
estimator to derive our method. To illustrate the proposed me- 
thod, we provide both simulated results and a real-life environ- 
mental example using male tiger data from the 2004 Sundarban 
tiger census (Tiger Census, 2004).  

Detectability is crucial to the estimation of the actual num- 
ber of a particular species in an environment. Some approaches 
use basic methods of detectability to estimate the total environ- 
mental population (Cormack, 1979; Seber, 1973, 1986; Gates, 
1979; DeVries, 1979; Sirken, 1970; Thompson and Seber, 1996). 
A number of methods have been developed to address this pro- 
blem with occurrence estimation based on the observed presen- 
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ces and absences of a species in replicated samples (MacKenzie 
et al., 2002; Royle and Nichols, 2003).  

A more advanced approach to estimating environmental 
populations is based on zero-inflated distributions. This appr- 
oach uses models to describe the spatial distribution of a rare 
species (Welsh et al., 1996; Ridout et al., 1998; Cunningham 
and Lindenmayer, 2005; Martin et al., 2005). The double-ob- 
server (Nichols et al., 2000), double-sampling (Bart and Earnst, 
2002), distance-sampling (Buckland et al., 2001), and removal 
(Farnsworth et al., 2002) models have been proposed to esti- 
mate detection probabilities. Alldredge et al. (2006, 2007) pro- 
vided an independent-observer point-count method, which is 
based on closed-population capture–recapture methods. This 
approach can incorporate detection distance to account for in- 
dividual differences in detection probabilities associated with 
measurable sources of variation.  

Some recent studies have also examined the inclusion pro- 
babilities of the Horvitz–Thompson (HT) estimator, in which 
modification of the HT estimator was proposed for complex 
sampling designs. The inclusion probabilities were then esti- 
mated by means of independent replications of the sampling 
scheme (Fattornini, 2006). Pollock et al. (2006) used the gene- 
ralized HT estimator based on the overall detectability for in- 
dividual dugongs to generate population estimates. They also 
developed a new simulation-based method for estimating stan- 
dard errors and confidence intervals. Sasso et al. (2007) esti- 
mated summer abundance of juvenile loggerhead turtles with 
a HT-type estimator that used count data and recapture proba- 
bility to estimate population. 

Some of these methods have drawbacks in their estimation 
procedures, such as bias and problems with shape parameters, 
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and some of them are expensive and impractical for large-scale 
applications. Moreover, wildlife biologists need to choose cri- 
teria to select among these methods. Recent publications on 
detectability (e.g. Nichols et al., 2000; Buckland et al., 2001; 
Bart and Earnst, 2002; Rosenstock et al., 2002; Farnsworth et 
al., 2002; MacKenzie et al., 2006; Fieberg and Giudice, 2008; 
Meter et al., 2008; Hotaling et al., 2009; Pagano  and Arnold, 
2009) suggest that changes in sampling techniques and esti- 
mation procedures may be necessary.  

In this paper, we use a distributional concept to estimate 
detectability and use the HT estimator to estimate the popula- 
tion total. Normally, the occurrence of objects in any site fol- 
lows a Poisson process (Ross, 2008), so in this paper, we esti- 
mate the detectability of the object using the Poisson distribu- 
tion. We use a random sampling approach to select the sites. 
Most environmental populations are clustered around a parti- 
cular area (Thompson and Seber, 1996); we consider the areas 
where the object of interest is normally available. 

In Section 2, we discuss the procedure for estimating the 
detectability of an environmental object in a particular site. In 
Section 3, we elaborate on our proposed method of estimation 
of population total, as well as its variance. In Section 4, we give 
simulated results of the proposed method and compare them 
with the simple random sampling (SRS) estimation procedure. 
Then, in Section 5, we estimate the population total of the male 
tiger using male tiger census data for 2004 and discuss the re- 
sults. Finally, in Section 6, we draw conclusions and give some 
ending remarks. 

2. Estimating Detectability 

In this section, we define the detectability of an object that 
follows a distributional pattern of occurrence in the sample site. 
If there are N sites in an area A, we sample v sites from that 
area and observe the environmental population. Again, we as- 
sume that the occurrence of the objects in the site follows the 
Poisson process (Ross, 2008), i.e., Mi ~ Pois(λi), where Mi = 1, 
2, …, ∞, and i = 1, 2, …, v. According to Farnsworth et al. 
(2002), detectability (δi) is potentially a function of multiple 
factors. It is therefore useful to subdivide δi into two main com- 
ponents: 1ˆ ip is the probability of occurrence of objects in the 
site i, and 2ˆ ip is the probability of selection of an object in that 
site. We consider m1, m2,…,mv objects observed in v sites.  

The probability of the occurrence of objects can be defined 
as the probability of occurrence of a maximum of mi indivi- 
duals in the ith site: 
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This probability is also known as “availability” (Farnsworth et 
al., 2002). 2ˆ ip can be defined as the probability that at least one 
object is observed in the site i: 
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Finally, the overall detectability for ith site can be obtained 

by multiplying the availability by the selection probability of 
the objects: 
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The values m1, m2,…, mv are random, and in this paper, we as- 
sume a homogeneous Poisson process to mitigate computatio- 
nal complexity. For the homogeneous process, the parameter 
λi, (i = 1, 2, …, v) is constant throughout the area A. To esti- 
mate the detectability from equation (3), we need to know the 
value of λi. Given a homogeneous Poisson process, an estima- 
ted value of λi can be obtained from the observed mi of v sites.  

3. Estimation Procedure of the Proposed Method 

Let us consider, with any design ‘with’ or ‘without’ repla- 
cement, that πi is the probability that the site i is included in 
the sample for i = 1, 2, …, N. An unbiased estimator of the po- 
pulation total τ can be obtained using the Horvitz–Thompson 
(1952, 1992) estimator: 
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in which v is the effective sample size, and yi is the variable of 
interest in site i. In wildlife inference, Steinhorst and Samuel 
(1989) have addressed a generalization of this situation in whi- 
ch sites are selected by any sampling design with known inclu- 
sion probability πi, and the detectability δi may differ for diffe- 
rent objects. Here, the variable of interest yij of the jth object in 
the ith site may be any type of variable, e.g., continuous, dis- 
crete, or indicator. We take Mi as the number of objects in the 
ith site and mi as the number of objects observed. Hence, the 
population total in site i can be written as

1
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i ijj
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=
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the population total in the area:  
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We assume an indicator function for the variable yij becau- 

se of the count pattern of objects. Therefore, yij = Iij = 1, if any 
jth object is observed in the ith site, and yij = Iij = 0, otherwise. 
If all sites have observations, then using the indicator variable, 
we can rewrite the population total in the ith site as τi = 

1
iM

ij ij
I M

=
=∑ . Thus, the population total in the area can be 

written as: 
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Because our objective is to estimate the total population, 
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an unbiased estimator of τ based on the Horvitz–Thompson 
method (Steinhorst and Samuel, 1989) can be defined as: 
 

1 1

1ˆ
imv

ij

i ji ij

I
τ

π δ= =

=∑ ∑  (7) 

 
in which δij is the probability of detection of the jth object in the 
ith site. Now, the estimated total in site i can be obtained as: 
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Given the assumption that the detectability δij is the same wi- 
thin the site. So the estimated total in site i is: 
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and the estimated population total of an area is: 
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Normally, since the value of δi is not previously known, 

we replace it with îδ , its estimate. We also replace the known 
inclusion probability πi with πi = v/N (Thompson, 1992). Fina- 
lly, we have our estimator: 
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However, the estimator is biased because of the replacement 
of the detectability δi with its estimate îδ  (Thompson, 1996). 

 
3.1 Estimation Procedure for the Variance of êstτ  

We use the variance formula of the HT method and obtain 
the estimated variance ˆ ˆ( )estv τ of our proposed estimator êstτ : 
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in which πik is the probability that sites i and k are both included 
in the sample. However, without a replacement sampling sche- 
me, it is complicated to derive and sometimes gives negative 
results (Thompson, 1992). Instead, a simple approximation of 
the estimated variance can be used (Brewer and Hanif, 1983): 
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Figure 1. Randomly generated objects from Poisson 
distribution with parameter 5 for 20 plots in the area. 
 

Figure 2. Actual, sampled, and estimated populations by 
plots. 
 
where 2

1

ˆ1 / ( 1) ( )
v

t i est
i

v t τ
=

Σ = − −∑ , and ˆ /i i it vτ π= for i = 1, 2, …, 
v. 

Equation (13) has the advantages of reducing the computa- 
tional burden and not yielding negative estimates. However, it 
is biased, as we replace the value of δi with îδ , and the result 
tends to be larger than the actual variance. Finally, we calculate 
the mean squared error (MSE) of our proposed estimator êstτ  
with: 
 

2ˆ ˆ( ) ( )est estMSE v biasτ τ= +  (14) 
 
where 2 2ˆ( )estbias τ τ= − . Previous studies (e.g., Cochran, 1977; 
Thompson, 1992) provide the SRS estimator: 
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In this paper we use simple random sampling (SRS) esti- 

mation procedure to compare our proposed method, because li- 
terally it does not have any difference with the sampling scheme 
of SRS. Whereas, other estimation procedures for environmen- 
tal populations consider different sampling approaches (e.g. 
capture–recapture, line–transect, line–intercept, distance–sam- 
pling, etc.), which increases the expenses of sampling cost and 
time. 
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Figure 3. Density plot of the estimated detectability. 

4. Simulated Results 

In this section, we will provide simulated results obtained 
from both the proposed and the SRS method of estimation. Fi- 
gure 1 shows a set of randomly generated observations Mi from 
Poisson distribution with parameter 5 (say) for 20 plots. We 
randomly sample mi observations from Mi and estimate the to- 
tal îτ in each site i = 1,…,v. Figure 2 shows the total number 
of observations, sample observations, and estimated results for 
each site. 

The population total is about 91 according to the randomly 
generated observations, and our method yields a very good 
approximation of the population total: 89.02. But the SRS me- 
thod produces an estimate of 50, far below the population total. 
The standard deviation (SD) of the estimated population total 
is 6.25 for the proposed method, lower than the SD of SRS. 
Our method clearly produces a better result than the SRS esti- 
mation procedure. The density function of the detectability is 
plotted in Figure 3, which shows that it exhibits a bimodal dis- 
tribution.  

More results obtained from the proposed and SRS methods 
are given in Table 1 for 5,000 simulations. Columns 3 ~ 5 of Ta- 
ble 1 list the median of the simulated observations of the actual 
population total (τ), estimated population total for the proposed 

method ( êstτ ), and estimated population total for the SRS me- 
thod ( ˆSRSτ ). To reduce the calculation burden, we use 20 sites 
(N). We also apply the likelihood ratio (LR) test to determine 
whether any significant relationship exists between the estima- 
ted and actual population total for both the proposed and SRS 
methods. For both methods, percentage of rejection of null hy- 
pothesis (H0: Actual and estimated totals are same) at the 5% 
level of significance are given in columns 6 and 7 of Table 1.  
 
Table 1. Results (5000 simulations) of the Proposed and SRS 
Methods for N = 20 

Median       Reject H0 
λ  v τ  (%) êstτ  (%) ˆSRSτ  Proposed SRS 

5 20 
15 
10 

100 
100 
100 

90.08 
89.98 
90.76 

50 
49 
50 

33.8 
36.1 
37.2 

100 
99.7 
96.2 

4 20 
15 
10 

80 
80 
80 

70.31 
69.61 
69.59 

40 
40 
40 

31.8 
32.4 
32.2 

99.9 
99.5 
94.1 

3 20 
15 
10 

60 
60 
60 

51.70 
51.99 
52.61 

30 
29 
30 

25.92 
25.42 
24.22 

99.9 
97.9 
88.8 

2 20 
15 
10 

40 
40 
40 

37.86 
36.90 
35.51 

20 
20 
20 

15.4 
16.2 
19.4 

98.7 
91.5 
77.6 

1 20 
15 
10 

20 
20 
20 

18.58 
18.03 
18.35 

10 
10 
9 

9.4 
10.9 
13.3 

80.5 
67.4 
52.1 

 
From Table 1 we can observe that the estimates obtained 

from our proposed method ( êstτ ) is close to the actual values 
(τ) compare to the estimates obtained from SRS. The percen- 
tage rejection is also higher for the proposed method compare 
to the SRS method of estimation for different sample sizes. 
Moreover, from Figure 4 we can also observe that for small 
sample sizes, our method gives better result for estimating the 
population total compare to SRS, because for different values 
of λ the percentage rejection of H0 is lower for our method. 

Tables 2 and 3 provide the simulated results of absolute 
percentage relative bias (APBR) and mean squared error (MSE) 
for the proposed and SRS methods for different values of λ. 
Columns 3 and 4 in Tables 2 and 3 show the percentage of the 
relative bias. Column 5 gives the median of the MSE ratio (i.e., 
median of the simulated observations of the term MSE( ˆSRSτ ) / 
MSE( êstτ )), and the last column in both tables represents the 
percentage of the MSE ratio greater than one. We choose diffe- 
rent values of v and N to gauge their effects on the simulated 
result. 

From both Tables 2 and 3 we can observe small absolute 
percentage relative bias for the proposed method. The ratio of 
MSE is also greater than one, which explains the MSE of the 
proposed method is lower than the MSE of the SRS method of 
estimation. For small number of sample sizes the APRB increa- 
se for the proposed method, however the amount of bias is very 
low compare to the SRS method.  
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Table 2. Results (5000 simulations) of the Proposed and SRS 
Methods for λ = 5 

Median APRB (%)  MSE Ratio (SRS/Proposed)N v 
Proposed  SRS   Average  Ratio > 1 (%) 

10 N = 10 
N/2 = 5 
N/3 = 3 
N/4 = 2 

18.19 
27.31 
35.54 
42.21 

50.00 
51.02 
51.39 
52.83 

3.49 
1.49 
1.07 
1.01 

93.58 
84.60 
84.18 
84.08 

20 N = 20 
N/2 = 10 
N/3 = 6 
N/4 = 5 

13.99 
20.58 
27.77 
28.29 

50.00 
50.40 
50.79 
50.82 

6.20 
3.00 
1.87 
1.47 

98.86 
91.34 
89.44 
83.82 

30 N = 30 
N/2 = 15 
N/3 = 10 
N/4 = 7 

12.13 
16.97 
20.21 
26.35 

50.00 
50.30 
50.68 
50.77 

8.21 
4.51 
3.04 
2.09 

99.64 
95.70 
91.10 
89.62 

40 N = 40 
N/2 = 20 
N/3 = 13 
N/4 = 10 

10.89 
15.09 
19.05 
20.98 

50.00 
50.00 
50.02 
50.54 

10.23 
5.66 
3.76 
2.92 

99.92 
96.98 
94.58 
90.70 

 
Table 3. Results (5000 simulations) of the Proposed and SRS 
Methods for λ = 3 

Median APRB (%)  MSE Ratio (SRS/Proposed)N v 
Proposed  SRS  Average Ratio > 1 (%) 

10 N = 10 
N/2 = 5 
N/3 = 3 
N/4 = 2 

17.79 
26.42 
34.11 
38.56 

50.00 
51.35 
52.38 
54.54 

3.47 
1.92 
1.42 
1.41 

95.20 
84.92 
82.40 
81.45 

20 N = 20 
N/2 = 10 
N/3 = 6 
N/4 = 5 

14.58 
20.04 
27.72 
27.11 

50.00 
50.00 
51.51 
50.87 

5.62 
3.24 
2.06 
1.86 

99.38 
92.82 
91.22 
84.74 

30 N = 30 
N/2 = 15 
N/3 = 10 
N/4 = 7 

13.76 
17.55 
20.62 
26.46 

50.00 
50.62 
50.63 
51.29 

6.88 
4.31 
3.15 
2.27 

99.84 
96.72 
92.22 
90.88 

40 N = 40 
N/2 = 20 
N/3 = 13 
N/4 = 10 

13.29 
15.91 
20.15 
21.57 

50.00 
50.00 
50.76 
50.82 

7.87 
5.28 
3.62 
3.10 

99.96 
98.36 
95.48 
91.88 

5. Application to Tiger Census Data 

The Bangladesh–India Joint Tiger Census-2004 was car- 
ried out from February to March in 2004. It took 9 hours/day 
for 7 days to cover the whole reserve forest of the Sundarbans. 
Thirty–two groups were formed to collect data from the 55 
compartments. Each group had 10 members: one group leader 
Deputy Ranger/Forester, three Forest Guards/Boatmen, one 
Bangladesh National Cadet Core (BNCC) Cadet/Student, one 
Non-Government Organization representative, two labourers 
and two accompanying trawlers/country boat crews (see details 

in Tiger Census, 2004). Figure 5 shows the map of the Sundar- 
bans river forest with the cluster and sub-cluster boundaries of 
Tiger Census-2004. 

The proposed estimation method is applied to estimate 
the population total of male tigers in the Sundarban Reserved 
Forest (SRF) to see whether it provides the anticipated result. 
The total area of the Sundarbans (6,017 km2 including land 
and water bodies) is divided into 19 sub-clusters (N), and 121 
male tigers are observed in that area. We randomly sample sub- 
clusters four times with different number of sizes. We take the 
first sample size as v = N, the second as v = N/2, the third as v 
= N/3, and the fourth as v = N/4. 
 
Table 4. Results (5000 simulations) of the Proposed and SRS 
Methods for Tiger Census Data for Different Sample Sizes 

Sample Sizes ( v ) Median 
N = 19 N/2 = 9 N/3 = 6 N/4 = 4

êstτ  137.50 117.7 104.4 81.02 

ˆSRSτ  60.00 59.11 57.00 52.25 

ˆ( )
ˆ( )
SRS

est

MSE
MSE

τ
τ

 
 
3.86 

 
2.12 

 
1.86 

 
1.49 

APRB( êstτ ) 13.63 2.72 13.72 33.86 

APRB( ˆSRSτ ) 50.41 51.15 52.89 56.82 

Percentage (%) of     
ˆ( )
ˆ( )
SRS

est

MSE
MSE

τ
τ

 > 1 
73.08 
 

69.48 
 

68.98 
 

66.68 
 

 
Table 4 shows the results obtained from the male tiger cen- 

sus data for both our proposed and the SRS method of estima- 
tion. We simulate the results 5,000 times to validate our results 
and provide absolute percentage relative bias (APRB) and the 
percentage of mean squared error (MSE) ratio greater than one 
for both methods. 

We can observe the estimated population total produced 
by the proposed method yields a better result than the SRS 
method for the male tiger census data. The median of the MSE 
ratio (i.e., ˆ ˆ( ) / ( )SRS estMSE MSEτ τ ) is greater than one for all 
samples. Even with the sample size v = 4 (i.e., 19/4 ≈ 4), the 
MSE ratio is greater than 1, which demonstrates that the MSE 
of the proposed method is smaller than that of the SRS method.  

The APRB for the proposed estimator is also smaller than 
the SRS estimator for all sample sizes. We can observe our me- 
thod shows best result for sample size half of the total number 
of clusters. The APRB increase when the sample size decreases, 
however the value is always smaller than the bias obtained from 
SRS estimates. Thus our proposed method of estimation gives 
better result and hence is very efficient to estimate the male ti- 
ger population.  
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Figure 4. Percentage rejection of null hypothesis for proposed and SRS method for small sample sizes. 
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Figure 5. Division of Sundarban river forest into clusters and sub-clusters for tiger census – 2004 (source: tiger census 

report – 2004). 
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6. Conclusions 

In this paper we consider the occurrence pattern of the 
environmental population and propose a new procedure to es- 
timate the population total. We also compare the results obtai- 
ned from our method with results of the simple random sam- 
pling (SRS) method, the mostly used estimation procedures for 
population total. In this paper we use the SRS estimates to 
compare our method because our sampling scheme is related to 
the simple random sampling approach. This simple principle 
benefits our proposed method with less expense in both time 
and cost compare to all other existing methods of estimation of 
environmental populations. 

From the results we can observe the percentage rejection 
of the null hypothesis is lower for our proposed method com- 
pared to the SRS method for different values of mean occur- 
rence and sample sizes. We can also observe the median abso- 
lute percentage relative bias (APRB) for the proposed method 
shows a better result. Tables 2 and 3 also show the ratio of 
mean squared error (MSE) is greater than one for all cases, 
demonstrating that the MSE of the proposed method is lower 
than the MSE of the SRS method. In our analysis, the statistical 

location parameter median is used as a robust indicator to eli- 
minate the effect of outliers generated from the samples.  

Both the simulation and tiger census example reveal that 
our proposed method for estimating the total population is su- 
perior to the SRS method. Even when the sample size is small 
our method gives better result for estimating the population 
total. However, the proposed method has its bias, and for that 
reason, we use a robust statistic to lower the bias. In this paper, 
we assume a homogeneous Poisson process, which implies the 
assumption that the mean occurrence is constant throughout 
the area. Further study with a non-homogeneous Poisson pro- 
cess could be conduct with λ values different for each site. 
Moreover, the Bayesian approach can be applied if prior infor- 
mation is available. 
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