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ABSTRACT.  Predicting air pollutant emissions from potential industrial installations is important for controlling air pollution and 
future planning of air quality management. This paper proposes the classification and prediction of the emission levels of industrial air 
pollutant sources using decision tree technique. It presents the comparison results of many decision tree algorithms (C4.5, CART, 
NBTree, BFTree, LADTree, REPTree, Random Tree, Random Forest, LMT, FT and Decision Stump) in terms of running time, 
classification accuracy and applicability. In comparison, six performance metrics were used: classification accuracy, precision, recall, 
f-measure, mean absolute error and mean squared error. The aim of the study is to determine the best classifier as a data mining model 
for the prediction of emission levels of the industrial plants as dependent variable from known values of independent variables: the 
physical region of the plant, the height of the plant, working hours, the height of the stack, the diameter of the stack, the velocity of the 
waste in the stack, the temperature of the waste in the stack, plume rise, source classification code, control equipment type and 
emissions method code. In the experimental studies, all these algorithms are applied on the dataset that consists of sulphur oxide 
emission levels of industrial pollutants in Izmir. According to the results, while C4.5 algorithm has the highest accuracy value, 
Decision Stump algorithm is the fastest one. The average classification accuracy found as 82.4% empirically shows the benefits of 
using decision tree technique in the classification and the prediction of emission levels. 
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1. Introduction 

Industry represents one of the main sources of emissions 
of Sulphur Oxide (SOx) in many metropolitan areas. SOx causes 
a wide variety of health and environmental impacts because of 
the way it reacts with other substances in the air. It causes local 
air pollution and contributes to the formation of acid rain. It 
can harm plants and corrode buildings and monuments. Addi- 
tionally, at peak levels, SOx can cause temporary breathing di- 
fficulty for people with asthma. Long-term exposure to high 
levels of SOx can cause respiratory illness and aggravate exis- 
ting heart disease (Pandey et al., 2005).  

In order to prevent negative effects of SOx, important emi- 
ssion sources and their contributions to air pollution at specific 
sites should be identified as a basis for developing air quality 
management strategies. Furthermore, it is also important to de- 
termine how much additional contribution will be in air with 
new/potential industrial pollutant sources. This future predict- 
tion can be done through development of a classification model 
by using current industrial pollutant sources and then the usage 
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of this model for the estimation of the emission levels of new 
or potential industrial pollutant sources. Classification and pre- 
diction techniques are among the popular tasks in data mining. 
For classification and prediction, some intelligent system tech- 
niques have been used such as Bayesian, Artificial Neural Net- 
work (ANN), Decision Tree, Genetic Algorithm (GA), Support 
Vector Machine (SVM), Nearest Neighbor, and Fuzzy Logic. 
Example studies for each method are given below.  

Bayesian (Liu et al., 2008; Fasbender et al., 2009) and 
feed-forward neural network (Corani, 2005) techniques were 
used for the prediction of the emission levels of several pollu- 
tants. A fuzzy relation model and a Gaussian dispersion model 
were integrated for air pollution control for industrial plants 
(Zhou et al., 2004). Similarly, fuzzy and genetic algorithm tech- 
niques were integrated for estimating unknown pollution values 
(Shad et al., 2009). In their study, fuzzy prediction technique 
was used to determine pollution concentration (PM10), while 
genetic algorithm made easier to choose an optimum member- 
ship function. While the studies from Huang et al. in 2010 and 
Anastassopoulos et al. in 2008 proposed two different modeling 
systems for air pollution, the work presented in the paper (Lu 
and Wang, 2005) examined the feasibility of applying SVM to 
predict air pollutant levels. In the study (Gautam et al., 2008), 
a new scheme is proposed to predict chaotic time series of air 
pollutant concentrations using nearest neighbor searching. Dif- 
ferently from these previous studies, this paper proposes the 
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usage of decision tree technique, instead of other classification 
techniques such as Bayesian, ANN, GA, SVM and Fuzzy Lo- 
gic.  

Air pollutant concentrations are related to several local 
characteristics and parameters. Since the relationship among 
the parameters is complex and strongly nonlinear, the usage of 
ANN technique is particularly suitable for modeling multifac- 
tor, uncertainty and nonlinearity (Zhou et al., 2007). Therefore, 
ANN has been applied to predict some well-known air pollutant 
concentrations such as NO2 (Shakil et al., 2009), CO2 (Ionescu 
and Candau, 2007), PM10 (Papanastasiou et al., 2007), O3 (El- 
kamel et al., 2001), and SO2 (Abdul-Wahab and Al-Alawi, 2008; 
Cortina-Januchs et al., 2009). In some studies, neural network 
was used to predict only one indicator and in other systems, it 
was used to predict more than one air pollution indicators (such 
as SO2, PM10 and CO) at the same time (Kurt et al., 2008). 

A number of empirical studies have been done in many di- 
fferent areas by using many different datasets for comparing 
classification techniques: Bayesian, ANN, Decision Tree, GA, 
SVM and Nearest Neighbor. In some cases, other methods per- 
form better than decision tree (Chen et al., 2007), in some cases, 
decision tree is better than other methods (Endo et al., 2008). 
Generally, decision tree is one of the best classifiers when con- 
sidering classification accuracy. In addition, decision tree has 
been proven in its ability of processing very large databases fas- 
ter than other many techniques such as neural network and SVM 
techniques. Decision tree algorithm is accepted to be among 
the powerful classification algorithms in artificial intelligence 
and decision support systems. For these reasons, in this study, 
decision tree technique is selected for classification and predic- 
tion.  

Differently from the previous studies, this study introduces 
to the use of decision tree technique for the prediction of the 
SOx emission levels of industrial air pollutant sources. Further- 
more, this is the first time that eleven decision tree algorithms 
in data mining are applied and compared for the classification 
and prediction of the potential air pollutant emissions. Diffe- 
rently from air pollutants concentration models, this study pro- 
poses an artificial intelligent model that has ability to learn by 
examples, like a human. Decision tree sometimes named as de- 
cision learning is among supervised learning techniques that 
are able to correctly classify unknown/new data at the end of 
the initial training period. 

This paper proposes the usage of decision tree technique 
for classification and then for the prediction of the SOx emis- 
sions of air pollutants from industrial facilities. The main tasks 
are: (i) building a model using train datasets, (ii) validating on 
test datasets, and (iii) using the model to predict the output va- 
lue of the target function for any valid new data if the model 
accuracy is good enough such as 85%. In order to determine 
which decision tree algorithm builds the best model for environ- 
mental data, many decision tree algorithms (C4.5, CART, NB- 
Tree, BFTree, LADTree, REPTree, Random Tree, Random Fo- 
rest, LMT, FT and DS (Decision Stump)) are compared in ter- 
ms of running time, classification accuracy and applicability. 

The aim of this study is to predict emission levels of new 
or potential industrial plants with predictive data mining models 

to contribute planning process of the new emission source pla- 
ces. By this study, it is also possible to predict unmeasured SOx 
emission levels of current industrial plants. In order to achieve 
these purposes, many current emission sources’ impurity state 
and their contribution to air should be well known. The dataset 
used in the experimental studies contains the amount of air po- 
llutants emitted into the atmosphere from different industrial 
sources in Izmir metropolitan area. Experimental studies pre- 
sented in this paper empirically demonstrate the benefits of u- 
sing decision tree technique in the classification and the predic- 
tion of SOx emission levels.  

2. Decision Tree Technique 

2.1. Classification and Prediction with Decision Tree 

Decision tree is among the commonly used learning me- 
thod for classification and prediction in data mining, artificial 
intelligence and decision support systems.  

Definition 1. Let S be a training set of samples expressed 
in terms of k attributes from the set A = {Al, A2, ..., Ak}, and n 
classes from the set C = {Cl, C2, ..., Cn}. Thus each sample s ϵ 
S has k + 1 tuples: 

s = <V1, V2, .., Vk; Cj> 

where Vi ϵ Range(Ai) is a value in the range of the attribute Ai 
ϵ A and Cj ϵ C. A decision tree is a tree which is constructed 
using an algorithm that selects an attribute Ai and a subset of its 
values Vi to branch on. 

Definition 2. A cutpoint is a threshold value, T, for the at- 
tribute A which is typically discretized during decision tree ge- 
neration by partitioning its range into intervals by threshold va- 
lue. For an attribute A, the best cut point T is selected from its 
range of values by evaluating every candidate cut point in the 
range of values. 

 

 
Figure 1. An example of decision tree. 
 

Figure 1 shows an example decision tree in which internal 
nodes contains an attribute, each branch is an attribute value, 
and each leaf node specifies a class. In artificial intelligence 
and decision support systems, a decision tree can be construc- 
ted without complicated computations and is appropriate for 
exploratory knowledge discovery. 

In order to determine the class label of a given new tuple 
<V1, V2, …, Vk>, we traverse the tree top down, starting from 
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Figure 2. Classification and prediction processes: (a) model 
construction; (b) model testing; (c) model usage. 

 
the root node r and visiting internal nodes x according to the 
attribute values of the given tuple until we reach a leaf node. 
The class of the leaf is the predicted class of the new tuple.   

Decision tree has advantages such as it can produce a mo- 
del which is simple to understand and represent interpretable 
rules; it is capable to deal with noisy data; and it can produce 
quite informative outputs. In artificial intelligence and decision 
support systems, this technique can be used for both continuous 
and categorical variables, but it is suitable for only predicting 
categorical outcomes.  

Decision tree technique is among the popular tasks in data 
mining. It has been used successfully in many areas such as 
healthcare, finance, marketing, human resources, sport, teleco- 
mmunications, and other fields. Thus, it is also a potentially 
useful approach for environmental studies, especially for the 
studies related to air pollution. For this reason, this study intro- 
duces to the investigation of the variables of air pollutants using 
decision tree technique.   

Classification with decision tree has three main processes; 
the first (Figure 2a) is the learning process, where the training 
data is used to construct a model (classifier). The classifier is 
presented in the form of classification rules. In the second stage 
(Figure 2b), a test is done by using testing data to determine the 
classification accuracy of the model. If the accuracy is consi- 
dered acceptable, the model can be applied to the classification 
of new data or unseen data. The third process (Figure 2c) is 
the use of the constructed (successful) model in classification 
to predict future data trends (García-Laencina et al., 2010). 

 

2.2. Decision Tree Algorithms 

The most well known decision tree algorithms are C4.5, 
CART and Naive Bayes Tree. These algorithms are greedy lo- 
cal search algorithms which construct trees top-down. This sec- 

tion presents high-level information about these algorithms and 
other tree based classification algorithms.  

C4.5 (Quinlan, 1993) first grows an initial tree using the 
divide-and-conquer strategy and then prunes the tree to avoid 
overfitting problem. It calculates overall entropy and informa- 
tion gains of all attributes. The attribute with the highest infor- 
mation gain is chosen to make the decision. So, at each node 
of tree, C4.5 chooses one attribute that most effectively splits 
the training data into subsets with the best cut point T (Defini- 
tion 2). According to the entropy and information gain, Gain(S, 
A), formulas, which are given in Equations (1) and (2), for the 
attribute A of the dataset S, where freq(Cj, S) is the number of 
cases that belong to class Cj and |S| is the number of cases in 
set S and Si is a subset of the set S: 

2
1

( , ) ( , )
( ) log

| | | |

n
j j

j

freq C S freq C S
Entropy S

S S
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( , ) ( ) ( )

| |

k
i

i
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SGain S A Entropy S Entropy S
S

   (2) 

CART (Breiman et al., 1984) stands for Classification and 
Regression Trees. CART analysis is a form of binary recursive 
partitioning. The technique is aimed at finding a rule(s) which 
could predict the value of a dependent variable Y from known 
values of n explanatory variables Xi (predictors), where i = 1, 
2, 3, …, n. Initially, data contains a set of objects with known 
values of the dependent variable Y and predictors Xi. CART 
builds trees for recursive partitioning of all the objects into sma- 
ller subgroups by providing maximum homogeneity of the va- 
lues of the dependent variable Y. 

NBTree (Kohavi, 1996) is a hybrid technique between Nai- 
ve Bayes and Decision Trees. It creates a decision tree with 
Naive Bayes classifiers at the leaves. After a tree is grown, a 
naive Bayes is constructed for each leaf using the data associ- 
ated with that leaf. 

BFTree (Shi, 2007) stands for Best-First decision tree lear- 
ning. It expands nodes in best-first order instead of a fixed dep- 
th-first order. This classifier uses binary split for both categori- 
cal and numerical attributes. 

LADTree (Holmes et al., 2002) builds multi-class alterna- 
ting decision trees using logistic boosting strategy. At the each 
iteration of the algorithm, a single attribute test is chosen as the 
splitter node for the tree. The aim of the algorithm is to fit the 
working response to the mean value of the instances by mini- 
mizing the least-squares value between them.  

REPTree (Witten and Frank, 2000) stands for Reduced 
Error Pruning Tree. It builds a decision tree using information 
gain as the splitting criterion. It also prunes the constructed tree 
using reduced-error pruning to correct the effects of noisy trai- 
ning examples and to reduce the complexity in the classification 
process. In order to provide optimization for speed, numeric at- 
tributes must be sorted once. 

Random Tree (Fan et al., 2003) introduces different ran- 
dom elements to construct distributed decision trees. It consi- 
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ders randomly chosen attributes at each node. A chosen discrete 
feature on a decision path cannot be chosen again. Continuous 
feature can be chosen multiple times, however, with a different 
splitting value each time. During classification, the probabilities 
from each tree in the ensemble are averaged to produce the final 
prediction.  

Random Forest (Breiman, 2001) is an ensemble of classi- 
fication or regression trees, induced from bootstrap samples of 
the training data. It uses random feature selection strategy and 
grows many classification trees such that each tree depends on 
the values of a random vector sampled independently.  

LMT (Landwehr et al., 2005) stands for Logistic Model 
Tree. LMT combines two popular techniques: decision tree in- 
duction and linear logistic regression. At each split, the logistic 
regressions of the parent node are passed to the child nodes and 
a leaf node accumulates all parent models to estimate a proba- 
bility for each class. A pruning process is also applied to increa- 
se the generalization of the model. 

FT (Gama, 2004) builds Functional Trees that could have 
logistic regression functions at the nodes. The algorithm can 
deal with binary, categorical, and numeric attributes and missing 
values. 

DS (Decision Stump) is basically a single-level decision 
tree where the split at the root level is based on a specific attri- 
bute/value pair. It is usually used in conjunction with a boosting 
algorithm. 

To the best of our knowledge, none of the previous studies 
uses these decision tree algorithms for the classification and 
prediction of the potential air pollutant emissions. In order to 
determine which decision tree algorithm builds the best model 
for environmental data, they are compared in terms of running 
time, classification accuracy and applicability. 

3. Data Mining Application 

There are two ways to determine the level of SOx emission 
of an industrial installation in a particular region. First one is 
directly measurement using various technical equipments. Ano- 
ther method is the prediction using learning algorithms by trai- 
ning on a particular dataset. The aim of this application is the 
classification and then prediction of the SOx emission levels of 
new/potential industrial air pollutant sources using decision tree 
technique.  

 

3.1. Data Description 

The dataset contains the measured amount of SOx environ- 
mental impact factor emitted into the atmosphere from different 
industrial sources. It consists of some characteristics about 800 
industrial installations in Izmir such as the physical region and 
height of the plant, working hours, the height and diameter of 
the stack, the velocity and temperature of the waste in the stack, 
plume rise which were calculated using Rupp’s equation: plu- 
me_rise(Δh) = 1.5 * V (effluent stack gas velocity) * d (inside 
stack diameter) / μ (wind velocity as meteorological parameter), 
source classification code (a process-level code that describes 
the equipment and/or operation which is emitting pollutants), 

 
Figure 3. Izmir map separated by six regions. 
 

 
Figure 4. Izmir map with industrial installations as pushpins. 
 
control equipment type used by a facility to regulate air emis- 
sions, emissions method code to identify the emission statement 
reporting purpose, and SOx emission. Region column in the da- 
taset contains six different regions of Izmir as shown in Figure 
3. Working-hours column has values 8, 16 or 24 hours. The 
SOx emission values in the dataset were acquired as 24-hour 
mean values and as a density (the concentration of SOx) in μg 
per m3. The target column SOx_Emission was categorized as 
Low: 0 < x < 51, Medium: 50 < x < 151, High: 150 < x < 501, 
and Very_High: 500 < x. When the application will be repeated 
for another city or country, instead of Izmir, these ranges may 
be changed according to the values in the dataset.  

In this study, the six regions were determined according to 
the distribution of industrial installations on the map and also 
by considering natural environmental such as sea, lake, forest, 
desert, mountains or swamp. It is also possible to consider other 
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different conditions such as rain, wind, and thunderstorms. 
When the application will be repeated for another city or country, 
instead of Izmir, different region-specific decisions may be gi- 
ven. Figure 4 shows the physical locations of industrial installa- 
tions. Each pushpin specifies the position of the industrial plan- 
ts over Izmir map. 

The major concern with this paper is the independent va- 
riables that are used to predict the levels of SOx emissions. All 
these independent variables mentioned above (the region, the 
height of the plant, working hours, the height and diameter of 
the stack etc.) are evaluated using the formulas given in Defini- 
tion 1 (entropy) and Definition 2 (information gain). These mea- 
sures are used to select among the candidate variables at each 
step while growing the tree. These formulas score and rank each 
independent variable, and then select the "most informative 
"variable at each node in the tree. In other words, the meaning- 
ful and relevant variables are chosen automatically by the deci- 
sion tree algorithm.  

 

3.2. Training and Testing Processes 

In the training process, each decision tree algorithm was 
applied on the 90% of the dataset with WEKA data mining 
toolkit and classifiers were constructed, in other words, deci- 
sion rules were deduced for each algorithm. After this pro- 
cess, each classifier was test by using the remainder data (10% 
of the dataset). All the algorithms performed on a system with 
2.4 GHz Core 2 Duo processor, 4 GB RAM and running on 
Windows Vista system. For all experiments, five trials were 
done and the average values were reported, since the results of 

the evolutionary process are somewhat sensitive to other pro- 
cesses. 

In the testing process, six performance metrics were used 
to compare the algorithms (Ferri et al., 2009): classification ac- 
curacy (ACC), precision (PRE), recall (REC), F-Measure (FME), 
mean absolute error (MAE), and mean squared error (MSE). 
Given a classier and an instance, there are four possible outco- 
mes. A true positive (TP) is a positive example ("i.e. high") co- 
rrectly identified as a positive ("high"). A false positive (FP) is 
a negative example ("low") incorrectly identified as a positive 
("high"). Also, a true negative (TN) is a negative example cor- 

rectly identified as a negative. And a false negative (FN) is a 
positive example incorrectly identified as a negative. The "true" 
and "false" here can be interpreted as "correct" and "incorrect" 
respectively and the "positive" and "negative" can be interpre- 
ted as "labeled as positive" and "labeled as negative" respecti- 
vely. 

Classification accuracy (ACC) is one of the basic perfor- 
mance measures for classification algorithms. It is the ratio of 
the number of cases truly predicted by the classifier over the 
total number of cases in the test dataset, as formulated in Equa- 
tion 3. Accuracy values can range between 0 and 100%. A 
perfect accuracy of 100% means that the predicted values are 
exactly the same as the observed ones: 

 
num(test examples correctly classified)

  
num(total test examples)

ACC    

  
TN TP

TN FN TP FP




  
 (3) 

 
Precision (PRE) is a measure of the accuracy provided that 

a specific class has been predicted, whereas Recall (REC) is a 
measure of the ability of a prediction model to select instances 
of a certain class from a data set. In other words, precision is 
the percentage of times that the classifier is correct in its classi- 
fication of positive samples, while recall is the percentage of 
known positive samples that the classifier would classify as be- 
ing positive. F-Measure (FME) that combines precision and 
recall is the harmonic mean of precision and recall. A perfect 
precision score of 1.0 for a class ci means that every item labe- 
led as belonging to class ci does indeed belong to class ci, whe- 
reas a perfect recall of 1.0 means that every item from class ci 
was labeled as belonging to class ci:  

 

       
TP TP

PRE REC
TP FP TP FN

 
 

 (4) 

 
2* *

 
PRE REC

FME
PRE REC




 (5) 

 

Table 1. Comparison of Different Decision Tree Algorithms Applied on SOx Emission Levels Dataset 

Algorithm Tree Size ACC (%) MAE MSE PRE REC FME 

C4.5 (J48) 53 86.25 0.1145 0.2430 0.812 0.858 0.834 
DS Single Level 85.00 0.1543 0.2658 0.722 0.850 0.781 
LADTree 31 83.75 0.1225 0.2453 0.767 0.838 0.801 
NBTree 3 82.50 0.1297 0.2501 0.803 0.825 0.814 
CART 11 82.50 0.1311 0.2621 0.801 0.825 0.813 
BFTree 17 82.50 0.1165 0.2728 0.801 0.825 0.813 
FT 13 82.50 0.1081 0.2599 0.779 0.825 0.801 
LMT 1 81.25 0.1319 0.2704 0.730 0.816 0.771 
REPTree 33 81.25 0.1418 0.2826 0.731 0.814 0.770 
Random Forest 10 Trees 80.00 0.1128 0.2787 0.747 0.807 0.776 
Random Tree 438 78.75 0.1147 0.3215 0.766 0.789 0.777 
Average   82.4 0.1253 0.2684 0.769 0.825 0.796 
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Figure 5. Decision tree constructed by C4.5 algorithm. 

 

The mean absolute error (MAE) is the average of the ab- 
solute values of the prediction errors. MAE shows how much 
the predictions deviate from the true probability and it calcula- 
tes the absolute value of the difference. Mean Squared Error 
(MSE) is just a quadratic version of MAE, which penalizes s- 
trong deviations from the true probability. For better classifi- 
cation and prediction, MSE and MAE values should be kept 
as low as possible, actually close to zero. 
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where m denotes the number of examples, c is the number of 
classes, o(i, j) and p(i, j) represent observed and predicted va- 
lues of the example i to be of class j.  

4. Results and Discussion 

Table 1 shows the comparison of various decision tree al- 
gorithms which were applied over SOx emissions dataset. The 
average classification accuracy (ACC) is 82.4%. Classification 
accuracy results are near to each other, but the difference among 
them can increase or the order can change over bigger datasets. 
C4.5 decision tree algorithm has a little more accuracy value 
when SOx emission dataset with 800 instances are applied. Ac- 
curacy ratio of this classification algorithm is about 86.25 %. 
So, 69 of 80 testing instances were classified correctly. This 
result shows that SOx emission levels of Industrial installa- 
tions can be classified with an acceptable ratio and new/un- 
known SOx emission levels of potential industrial plants can be 
predicted successfully with 86.25 percentages. 

Precision (PRE) values found in the experimental study 
are close to the perfect precision score which is 1. For example, 
the precision value was found as 0.812 when C4.5 algorithm 
was used. This means that most of the items predicted as be- 

longing to class ci do indeed belong to class ci. Recall (REC) 
values are also close to the perfect recall score which is also 1. 
This means that most of the items from class ci were predicted 
as belonging to class ci.  

According to the results, mean absolute error (MAE) and 
mean squared error (MSE) values are close to 0. This means 
that the difference between observed and predicted values is 
small. When we consider these measures, Functional Trees (FT) 
algorithm produces the best result with 0.1081 and 0.2599 va- 
lues for MAE and MSE respectively, then next Random Forest 
algorithm with 0.1128 for MAE value.  

According to the constructed decision trees; the diameter 
and height of stack, the region of the industrial installation and 
working hours are among most effective attributes to determine 
SOx emission levels. The similarity between predictions and 
real-world measurements was better for the region 4 when com- 
pared with the other regions. The main reason of this result is 
that this region fully has low emission levels.  

According to the size of the trees, each decision tree algo- 
rithm builds different trees with different sizes. DS algorithm 
builds single-level decision tree and its classification accuracy 
is higher than the most of the other algorithms. However, Ran- 
dom Tree algorithm builds a very large tree and its classifica- 
tion accuracy is the lowest.  

When decision tree algorithms were compared for each 
SOx emission level (low, medium, high, and very high) indivi- 
dually, C4.5 obtained the best results for low level with 91.2% 
accuracy. The reason of this result is that training set contains 
more samples related to low level category and so the algorithm 
can construct better trees in terms of this category by conside- 
ring more cases when calculating the entropy and information 
gain values.  

The overall classification accuracy performance of deci- 
sion tree algorithms was found good with an average accuracy 
of about 82.4%. So, we can say that decision tree learning has 
a good ability to predict SOx emission levels and can be used 
for estimating unknown pollution values. Thus, we can also say 
that experiments, which were carried out using the environmen- 
tal dataset collected from the region Izmir, empirically demons- 
trate the benefits of using decision tree technique in the classi- 
fication and prediction of the potential air pollutant emissions. 

Figure 5 shows a part of the decision tree constructed by 
C4.5 algorithm which has the highest accuracy value in Table 
1. According to the C4.5 tree, stack diameter is the first attri- 
bute when predicting SOx emission levels, then, working-hours 
at the second level follows it. Stack height, the region and the 
height of the industrial installation and stack temperature start 
to appear after the second level of the tree. For instance, tree 
shows that the installations, with larger than 1.15 stack diame- 
ter, which work all day in the south-western part (bottom left, 
region 4) of the city are generally classified as low SOx emis- 
sion level. However, the similar installations in the south-eas- 
tern part (bottom right, region 6) of the city are generally clas- 
sified as very_high SOx emission level. It is also possible to 
generate the decision rules by traversing all the paths from the 
root to the leaf node in the decision tree. For instance the follo- 
wing decision rules can be generated:   
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Figure 6. Runtime comparison of decision tree algorithms. 

 

R1: If Stack_Diameter ≤ 0.7, then SOx_Level=low  

R2: If 0.7 < Stack_Diameter ≤ 1.15 and Working_Hours = 
8 and Stack_Height ≤ 17, then SOx_Level = low  

R3: If 0.7 < Stack_Diameter ≤ 1.15 and Working_Hours = 
8 and Stack_Height > 17, then SOx_Level = medium 

R4: If 0.7 < Stack_Diameter ≤ 1.15 and Working_Hours = 
24 and Region = 1, then SOx_Level = very high  

R5: If 0.7 < Stack_Diameter ≤ 1.15 and Working_Hours = 
24 and Region = 2 and Stack_Temperature > 194, then 
SOx_Level = high 

Graph in Figure 6 shows the comparison of decision tree 
algorithms in terms of runtime. While Decision Stump, C4.5 
and REPTree algorithms are faster than others, LMT algorithm 
takes very long time even with small dataset. 

Table 2 shows the results obtained by using Decision 
Stump (DS) algorithm which is the fastest one among other 
decision tree algorithms. A DS is always a single-level decision 
tree and consists of a single node (the root) which is imme- 
diately connected to the terminal nodes. For this reason, DS 
tree in Table 2 is limited with only stack height attribute. Be- 
cause some unknown stack height values exist in the dataset, 
these values are named as "missing values" and generally cla- 
ssified as very high. The figure also shows class distributions to 
be able to evaluate the data covered or not covered by the 
rule.  

 

Table 2. The Results Obtained by Decision Stump Algorithm 

Class Distributions 
Decision Stump 

Low Medium High Very High

Stack_height  
<= 12.5 : Low 

0.9071 0.0601 0.0273 0.0054 

Stack_height > 12.5  
and <= 32 : Medium 

0.1958 0.4742 0.1340 0.1958 

Stack_height > 32 :  
High 

0.0926 0.2539 0.4852 0.1682 

Stack_height is 
missing : Very High 

0.0187 0.0305 0.0328 0.9178 

Average 0.3036 0.2047 0.1698 0.3218 

 

Applications based on the same decision tree algorithms 
have also been proposed for different areas such as for astrono- 

my (Zhao and Zhang, 2008), for medical diagnosis (Daud and 
Corne, 2010) and for flood/standing water detection (Sun et 
al., 2010). The results of the astronomical study shows that 
ADTree is the best only in terms of accuracy, Decision Stump 
is the best only considering speed, J48 (which is an implemen- 
tation of C4.5) is the optimal choice considering both accuracy 
and speed. In the medical study, 10 medical datasets were used 
to compare algorithms and the average values indicate that 
ADTree is the most successful algorithm according to the clas- 
sification accuracy. In the water identification study, J48 (C4.5) 
is the best one, like this study, in terms of classification accuracy. 
So, C4.5 can be accepted to be among the powerful decision tree 
algorithms in artificial intelligence and decision support sys- 
tems. According to all comparison results obtained from diffe- 
rent datasets and obtained from different application areas, the 
best decision tree algorithm may change. Therefore, different 
decision tree algorithms should be applied and compared on 
each case study to determine the best model.  

5. Conclusions 

This paper proposes the usage of decision tree technique 
for classification and prediction of the emissions levels of en- 
vironmental impact factors from industrial installations. Since 
dense and irregular industrialization is one of the leading cau- 
ses of air pollution, this study is important to be able to esti- 
mate the waste gas emission levels of new/potential pollutant 
sources.  

In order to determine the best classifier for the prediction 
of waste gas emission levels, existing decision tree algorithms 
are compared in terms of running time, classification accuracy 
and applicability. Experimental studies were carried out with 
measured waste gas emission data collected from industrial in- 
stallations in the six different regions of Izmir. The experimen- 
tal results show that SOx emission levels of industrial installa- 
tions can be classified and predicted successfully with an accep- 
table (averagely) 82.4 ratio. According to the decision trees con- 
structed in experiments, by the order of importance; stack dia- 
meter, working hours, stack height, stack temperature and the 
height of the industrial installation are among most effective 
attributes to predict SOx emission levels. 

In future, the prediction of waste gas emission of pollutant 
sources can help and improve future planning in air quality 
management. Predicted emission levels can be used for air 
quality prediction with meteorological data. 
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