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ABSTRACT. Resilience is a multifaceted concept describing the ability to cope with change or disruption. Its importance in the era of 

emergency preparedness and response, combined with its multidisciplinary attributes, have led researches to study similarities and differ- 

ences in the meaning of resilience across various fields. A systematic literature review, conducted in the field of resilience management 

by the DARWIN project, yielded a scientific corpus of 419 articles. In the present study, automated text-analysis approaches were used 

to investigate this corpus and generate insights, aiming at understanding resilience management. Three complementary computational 

analyses were employed: (a) topic modeling to understand the different topics or fields discussed in the articles; (b) concep t maps to 

provide a synthetic view of key concepts in the domain and their relations; (c) psycho-linguistic analysis to identify significant psycholo- 

gical categories addressed in the corpus. The topic model identified four key topics: Environmental/Socioecological aspects, Organiza- 

tional/Operational aspects, Health, and Infrastructure/Resource Management. The concept map recognized concepts at a finer granular ity 

level and depicted them into five main clusters with relations between them, reflecting key dimensions leading to resilience management. 

The psycho-linguistic analysis highlighted the importance of psychological processes within resilience management. This study identi- 

fied important aspects that need to be addressed when designing resilience management frameworks, such as rehabilitation period and 

the role of public. 
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1. Introduction 

Resilience is a concept borrowed from the exact sciences, 

and has been used in ecology since Holling introduced it in his 

thesis in 1973. Thereafter, the notion of resilience has entered 

various worlds of content, describing the capacity of systems, 

individuals, infrastructures, organizations, or communities to 

cope with situations of change and crisis (Norris et al., 2008; 

Magis, 2010; Steiner and Atterton, 2014; Bonanno et al., 2015; 

Wilson, 2017). Furthermore, it was implemented in national 

and international frameworks for emergency coping plans (e.g., 

Cabinet Office, 2011; UNISDR, 2015). Numerous publications 

are devoted to resilience, and a Google Scholar search of the 

word yields approximately 1,850,000 results, with the number 

of publications increasing annually. 

As a concept, resilience is structurally complex, with both 
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physical and perceptional components (Cutter, 2016). Its im-

portance and complexity, combined with its multidisciplinary 

attributes, have led researches to study similarities and differ-

ences in the meaning of resilience across various fields (South-

wick et al., 2014; Hosseini et al., 2016). While experts from 

each field have a different perception of the meaning of re- 

silience, they all see it as a factor that mitigates the impact of 

change or an emergency situation, and shortens the duration of 

that impact (Castleden et al., 2011).  

One of the challenges of coping with emergency situations 

is the management of resilience in a time of change and unex-

pected situations so as to promote continuity of different as-

pects (Caralli et al., 2010; Linkov, et al., 2014). Walker et al. 

(2002) claim that resilience management aims at preventing a 

system from moving out of configuration. Resilience manage-

ment affects all phases of the emergency cycle from pre-event 

period, to during the crisis, and including the rehabilitation 

phase (McManus et al., 2007). Hence, resilience management 

must consider a wide range of activities, including situation aware- 

ness, response and preparedness planning, assessment of re-

sources beyond needs, implementation activities, and adaptation 
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of actions in the face of the current situations (Sengupta, 2006). 

The importance of resilience as a component of emergency 

preparedness and response, and the growing number of emer-

gency situations worldwide, were the impetus for the DARWIN 

project (Branlat et al., 2017; Herrera et al., 2017). DARWIN 

(https://www.h2020darwin.eu/), which originated within the 

Horizon 2020 program, was conceived with the intention of im-

proving response to expected and unexpected crises affecting 

critical infrastructures and social structures. The aim of this 

project was to develop state-of-the-art resilience guidelines and 

innovative training modules for crisis management, both natu-

ral and man-made (DARWIN, 2015; Adini et al., 2017). The 

project included nine participating organizations from different 

countries, with each organization contributing its experience 

and knowledge to maximize the impact of the project out-

comes. The DARWIN project focused on two fields: healthcare 

and air-traffic management. However, its basic approach was 

to develop and provide general guidelines for a variety of emer-

gency situations, assisting different organizations develop and 

enhance their resilience in the context of crisis management 

(DARWIN, 2017). 

The first stage of the DARWIN project was to understand 

different perspectives of resilience management, and to iden-

tify the concepts, theories and practices of resilience manage-

ment as reflected in the professional literature. To achieve this 

goal, a four-step vast systematic literature review was con-

ducted. The review resulted in a corpus of 419 articles, which 

were found relevant for further synthesis and analysis through 

full paper review. This corpus constitutes the foundation of the 

data used for the present analysis. 

The multi-disciplinary nature of the “resilience” concept 

leads to two difficulties in making professional literature acces-

sible for researchers: (a) the sheer volume; (b) the variability in 

terminology, methodology, and rhetorical structure of the arti-

cles issued from different disciplines makes it challenging to 

create a synthesis that can be re-used by researchers in different 

fields. 

According to Blei (2012), computational text analysis en-

ables gaining insights, and discovering main themes that exist 

in a corpus of unstructured references. Text analysis is a task 

that belongs to the field of Natural language processing (NLP). 

NLP addresses the problems of automatically extracting im-

portant information from text, in addition to understanding and 

generating text. It started in the 1950s as the intersection of lin-

guistics and artificial intelligence. In the 1990s, NLP started 

utilizing statistics-based machine learning algorithms for these 

tasks (Nadkarni et al., 2011). 

Recent progress in Natural Language Processing (NLP) 

and Text Mining enables the practice of “distant reading” – i.e., 

extracting key concepts and their relations in a corpus, analyz-

ing trends over time, identifying terminological variants and 

producing usable synthetic visualizations of the contents 

(Moretti, 2013). Different research fields (e.g., Digital Human-

ities, Marketing, Transportation Research, Bioinformatics) 

have already leveraged this methodology in their research pro- 

cess (Amado et al., 2017; Hahn et al., 2017; Sun and Yin, 2017). 

Due to their non-manual and statistical nature, NLP tools can 

assist researchers cover a large spectrum of the literature and 

explore trends in various fields based on published literature.  

The relationship between environment and resilience is 

well established in the literature (e.g., Magis et al., 2010; Li- 

zarralde et al., 2015; Cerѐ et al., 2017). According to Marchese 

et al. (2018), implementation of resilience frameworks pro- 

vides benefits to both humans and the environment. This study 

introduces three specific NLP tools – topic modeling, concept 

maps, and psycho-linguistic analysis – for the analysis of a mul- 

tidisciplinary corpus on resilience management with the object- 

tive of obtaining both general and environmental insights to- 

wards the design of a comprehensive framework for resilience 

management. 

2. Materials and Methods  

2.1. Data 

The DARWIN corpus (DARWIN, 2015) is utilized for the 

analysis performed in this paper. This corpus was the result of 

a four-step systematic literature review conducted using Kitchen- 

ham’s methods (2004): planning, conducting, extracting/synthe- 
sizing data, and reporting. Based on inclusion criteria of rel-

evance and quality, the systematic review yielded 419 articles 

that were found to use scientific methodology in their inves-

tigation of resilience management. The selected papers were 

published between 1998 and 2015, representing a wide range 

of domains, including community/social, ecology, infrastruc-
ture, organizational, and economics. To get an impression of 

the articles, as well as a full description of the process and the 

results, refer to the first work package of the DARWIN project 

(DARWIN, 2015).  

The dataset used for this study contains the full text of 392 

articles, out of the original 419. The rest of the articles were 

inaccessible in electronic form. The corpus is mostly in PDF 

format but some of the articles are in HTML. Text was ex-

tracted from PDFs using Dr. Inventor (Ronzano and Saggion, 
2015), a framework designed to facilitate analysis of scientific 

articles. In the case of HTMLs, manually crafted patterns over 

HTML tags and their attributes were employed. PDF extrac-

tions were manually fixed in cases where only a small part of 

the text was extracted. 

To improve the analysis of the text, pre-processing steps 

were performed to clean the data. The steps were: tokenization 

using Stanford PTBTokenizer (CoreNLP, 2016), conversion 

into lower case, removal of stop words and special characters, 

and stemming using NLTK’s Porter stemmer (Bird, 2006). Col-

lectively, these steps have the benefit of reducing the number 

of distinct words observed in the dataset, by normalizing vari-

ants into a single canonical form. 

 

2.2. Topic Modeling 

Topic Modeling is an unsupervised statistical method for 

text analysis (Blei, 2012). It identifies the topics that a docu- 

ment discusses from a shared set of topics among a collection  

of documents. The topics are learnt automatically from the pro- 
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vided data with no a priori assumptions regarding the disci-

plines associated with the documents. Topics, in this context, 

are defined by lists of words that are extracted automatically 

from a collection of documents. The lists of words identified 

by the algorithm are affected by the distribution of words in the 

document collection. The topics are not predefined. They are 

discovered by the statistical analysis. Topic modeling algo-

rithms only generate lists of words, not necessarily disjoint, 

without providing a name for each list. The labeling of each 

word list into a topic is done manually in a post-processing 

stage. A survey of topic modeling is provided in (Alghamdi and 

Alfalqi, 2015).  

Non-negative Matrix Factorization (NMF) is one of the al-

gorithms that perform topic modeling. It is an unsupervised sta-

tistical method – i.e., it does not require a priori annotations of 

the text corpus (Lin, 2007; Cichocki and Phan, 2009). NMF 

takes as input the number of desired topics and relies on linear 

algebra to factorize a document-term probability matrix repre-

sentation of the dataset into two smaller matrices. The text 

corpus is encoded as a document-term matrix in the following 

way: each row is a document represented by the frequencies of 

the corpus words in the document, while each column corre-

sponds to a distinct word type in the vocabulary. After the algo-

rithm completes, this matrix is transformed into two smaller, 

informative matrices: one has a topic for each row, and a term 

for each column. It describes the composition of the topics 

identified in the corpus. The other matrix has one document for 

each row, and a topic for each column. It describes which topics 

are expressed in a specific document. 

 

2.3. Concept Maps 

A concept map is a graph connecting concepts (nodes) and 

relations (edges) between them. It provides a summary of a do-

main. TechKnAcq (Gordon et al., 2017) is a system for auto-

matically generating reading lists in a domain. It selects docu-

ments based on their pedagogical value to the learner, and 

orders them using the structure of concepts in the domain. As a 

subtask, TechKnAcq builds a conceptual map of the given do-

main. Concepts are modeled as topics, extracted using a topic 

model algorithm and referred to using the top 3 ranking words 

that appear in the topic. Relations are predicted using informa-

tion-theoretic measures (e.g., co-occurrence, cross-entropy, 

Jaccard similarity coefficient between the top-20 words or phrases 

associated with each concept, Jaccard similarity coefficient 

between the sets of the top-k documents associated with each 

concept). TechKnAcq was applied to the corpus and incorpor-

ated into this analysis. 

The concept map extraction tool identifies “concepts” at a 

much lower granularity than the topic model analysis. For com-

parison, concept map extraction was applied with a parameter 

of fifty concepts, while for identifying the key topics, NMF was 

executed with a parameter of four topics. 

 

2.4. Psycho-Linguistic Analysis Using LIWC 

Linguistic Inquiry and Word Count (LIWC; version 2015) 

is a text-analysis software that counts words in psychologically 

meaningful categories. LIWC can shed light on the different 

psychological categories addressed in a corpus (Tausczik and Pen- 

nebaker, 2010; Pennebaker et al, 2015). The LIWC dictionary is 

composed of about 4,500 predefined words and word stems. 

The dictionary was created by experts to cover psychological 

processes as described by the different disciplines. Each entry 

defines one or more word categories or sub-dictionaries. Cur-

rently, there are 91 categories of words, and four prime cate-

gories: Summary Language Variables, Linguistic Dimensions, 

Other Grammar, Psychological Processes, and Punctuation. 

Psychological Processes is further divided into ten subcate-

gories such as social, cognitive, perceptual, and biological pro-

cesses (Pennebaker et al., 2015). LIWC provides the means of 

the frequencies of words in each category ranging from 0 to 100.  

In this study LIWC was conducted on the four clusters of 

articles corresponding to the four topics identified by the topic 

model analysis, followed by One-way analysis of variance 

(one-way ANOVA) on the results, to find significant differ-

ences between the distributions of word categories across top-

ics. Means (M), Standard Deviations (SD), One-Way ANOVA 

F-statistic (F) and significance (p-values) are reported for each 

of the categories.  

3. Results 

The study applies three NLP tools for analyzing a corpus 

consisting of 392 systematically collected professional pub-

lications dealing with resilience management. The following is 

a report of the results presented by the tools. 

 

3.1. Topic Modeling with NMF 

A topic model with four topics was created using NMF. 

The number of topics was decided empirically after several tri-

als and consultations with experts in the field of resilience, 

where different numbers from three to seven were tested. The 

number four gave the most coherent results. The algorithm was 

applied several times to ensure its stability. The names of the 

topics were manually assigned according to the generated 

word-lists. The results show that the articles discuss the follow-

ing topics: Environmental/Socioecological aspects of resili-

ence management (e.g., hazard, climate, social, vulnerability); 

Organizational/Operational aspects (e.g., organization, opera-

tion, accident); Health (e.g., health, hospital, medical); and 

Infrastructure/Resource Management (e.g., Critical Infrastruc-

ture, failure, water).  

Table 1 lists the top-20 words associated with each topic, 

and Figure 1 shows the distribution of each topic as a key topic 

in the dataset. Each article can mention multiple topics, and the 

NMF analysis indicates the strength of association between an 

article and a topic. When considering only the top-topic asso-

ciated with each article, almost half of the articles, 49% focus 

on Environmental/Socioecological issues, 27% focus on Or- 

ganizational/Operational issues, 14% focus on Infrastructure/ 

Resource Management, and 10% of the articles discuss Health 

issues. In general, 8% of the articles discuss a single topic. 33% 
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discuss exactly 2 topics, 7% of them discuss the topics equally, 

46% discuss exactly 3 topics, and 0.55% of them discuss the 

topics equally. Only 13% of the articles discuss four topics, 

while only 1% discuss a fourth topic with a probability of at 

least 10%. This indicates that only few publications have taken 

into account all these topics. Figure 2 displays a more detailed 

distribution of the topics in the dataset reflecting the number of 

times each topic appeared as a main, secondary, third, or fourth 

topic. All of the topics with the exception of Environmental/ 

Socioecological are addressed more as a sec-ondary topic than 

a key topic. 

 

Table 1. The 4 Topics Received by the Topic model, 
Together with Their Top-20 Words 

Topic Top-20 Words 

Environmental/ 

Socioecological  

disaster, social, local, vulnerability, risk, hazard,  

govern, recovery, adapt, capacity, plan, city, 

change, flood, people, climate, nature, build, 

economy, resource 

Organizational/ 

Operational 

organ, crisis, operation, information, safety, plan, 

risk, process, organization, situation, event, 

control, team, accident, learn, perform, incident, 

engineering, model, difference 

Health  health, prepared, public, hospital, medical, 

patient, disaster, care, healthcare, coalition, 

depart, children, train, plan, engagement, nurse, 

staff, family, disease, county 

Infrastructure/ 

Resource 

Management 

infrastructure, network, model, interdependency 

power, failure, CI (Critical Infrastructure), 

service, critic, simulation, damage, figure, 

disrupt, analysis, scenario, earthquake, water, 

transport, depend 

 

 
 

Figure 1. Histogram of number of articles per topic. The values 

inside the bins are the percentage of articles associated with 
each topic as its key topic. 

 

3.2. Concept Maps with TechKnAcq 

TechKnAcq was applied to the corpus to extract concepts 

and relations between them. Several trials were made, with dif-

ferent number of concepts, until a satisfactory map was re-

ceived. The resulting concept map is shown in Figure 3, which 

was generated with a concept number of 50. The map displays 

concepts which are connected to other concepts.  

Figure 3 depicts five main clusters relating to resilience 

management: 1) systems preparedness (plan_simul_trains, sys-

tem_safeti_oper), 2) emergency response plan (emerg_re-

spons_plan), 3) disaster risk vulnerability (disas_risk_vulner, 

flood_climat_risk), 4) community resilience (commun_re-

sili_disast, resili_commun_climat), 5) hazard risk mitigation 

together with disaster recovery plan (hazard_mitig_risk, recov-

eri_paln_disast, hous_reconstruct_recoveri). These clusters 

reflect the various dimensions of the process of resilience man-

agement. Two of the clusters are related to each other through 

resilience indicators of the community, resili_indic_commun. 

Mapping each concept to a topic from the identified topics, 

where possible, some relations between the topics are revealed. 

Organizational/Operational is related to Infrastructure/Re- 

source Management (i.e., system_resili_engin is connected to 

model_analysi_simul and system_safeti_oper is connected to 

service_model_oper). Infrastructure/Resource Management is 

linked to Health (i.e., service_model_oper is connected to hos-

pit_care_patient). Organizational/Operational is related to 

Health through Infrastructure/Resource Management (i.e., sys-

tem_safeti_oper is connected to service_model_oper which is 

connected to hospital_care_patient). 

 

 
 

Figure 2. Histogram of the number of articles that address each 
of the extracted topics as the main topic, as the secondary topic, 

as the third topic, and as the fourth topic. 

 

3.3. Psycho-Linguistic Analysis with LIWC 

LIWC was applied on the scientific literature of each of 

the four topics as identified by the NMF topic modeling 

(see 3.1). A word cloud is employed to highlight the categories 

that are significant for each of the topics.  

Figure 4 shows the word cloud of 47 LIWC categories, 

size-sorted by F-statistics derived from the one-way ANOVA 

analysis presented in Table A.1. Categories are associated with 

the topic in which they appear most frequently. The word cloud 

shows that each topic has several word categories that differen- 

tiate it from the other topics. 

Articles belonging to Health have (as expected) a signifi- 

cantly higher proportion of words belonging to Health F 
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Figure 3. A concept map of the resilience domain generated by running TechKnAcq on the corpus (each concept is represented by 
concatenating the top-3 words that represent it). 

 

 
 

Figure 4. Word Cloud of 47 LIWC categories, size-sorted by F-statistics derived from One-Way ANOVA analysis and colored by 

resilience topic, indicating the topic with the highest score for the specific word-category. 
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(3, 388) = 153.29, p < 0.001 (i.e., words related to medical 

treatment such as clinic and pill), Core Drives and Needs (i.e., 

words related to affiliation, reward, risk/prevention focus), so- 

cial words lated to medical treatment such as clinic and pill), 

Core Drives and Needs (e.g., Friends and Family), and Positive 

Emotions. Infrastructure/Resource Management related arti- 

cles have a significantly higher proportion of Negative Emo- 

tions, specifically those related to Sadness F (3, 388) = 19.23, 

p < 0.001 and Anger. Organizational/Operational articles have 

a significantly higher prevalence of Cognitive Processes F (3, 

388) = 27.73, p < 0.001 (e.g., Insight and Causation), and con- 

tent related categories, such as Work and Achievement. En- 

vironmental/Socioecological related articles had a significantly 

higher prevalence of categories related to Relativity (spe-

cifically Space F (3, 388) = 17.72, p < 0.001), in addition to 

categories related to personal concerns (i.e., Religion and 

Home), and a higher proportion of Negative Emotions.  

Beyond these psychological elements, the LIWC provides 

information regarding language usage in the different topics.  

Health has significantly higher values for Clout F (3, 388) = 

34.90, p < 0.001, indicating a confident style, speaking from 

the perspective of high expertise, while Infrastructure/Re-

source Management has significantly higher values for Analyt-

ical Thinking, F (3, 388) = 9.20, p < 0.001. Organizational/Op-

erational is characterized by interrogative language, Interrog F 

(3, 388) = 13.27, p < 0.001, directed towards understanding and 

describing the specifics of how and when processes are conducted. 

4. Discussion 

The current study uses computational methods for analyz-

ing a corpus of multidisciplinary professional publications on 

resilience management. The tools complement each other, with 

each tool giving a different perspective. To our knowledge, 

these methods have not been applied yet in the area of resili-

ence management. The following is an analysis of the results 

received by each computational tool, followed by a summary 

of the main findings. 

 

4.1. Topic Modeling Analysis with NMF 

Four main topics were generated using the NMF topic 

model: Environmental/Socioecological aspects, Organizational 

/Operational aspects, Health, and Infrastructure/Resource Man- 

agement. The variety in the topics reflects the different content 

worlds involved in resilience management (see for example 

Cutter et al.’s dimensions of resilience (2006)). The distribu- 

tion of each topic, presented in Figure 1, indicates that Environ- 

mental/Socioecological is the main topic in the corpus. This 

can be explained by the history of the resilience approach, and 

its spread from the exact sciences into the Disaster Risk Re- 

duction (DRR) perception, starting in the ecological field 

(Holling, 1973; Norris et al., 2008). Furthermore, the number 

of environmental emergencies that require resilience manage- 

ment has been increasing in the last decades (Birkmann and 

Teichman, 2010).   

The Health topic received the lowest frequency in this cor-

pus, even though expected outcomes of successful resilience 

management involve health factors, including reduction of 

losses in lives, and livelihood promotion (United Nations, 

2015). This can be attributed to the appearance of Health in the 

corpus less as a main topic compared to other topics, indicating 

the importance of health aspects to resilience management 

(Figure 2). Figure A.2 shows that Health emerged as a major 

core component starting from 2008. 

 

4.2. Concept Map Analysis with TechKnAcq 

According to the concept map analysis, five diverse di-

mensions were revealed among the resilience management pro-

cess (Figure 3). The health aspect appears in two different di-
mensions: emergency response plans, and system engineering. 

Thus, it is addressed in different studies and frameworks that 

deal with the building of resilience management (e.g., Sendai 

framework for disaster risk reduction 2015 ~ 2030, 2015; 

Homeland Security Presidential Directive 21, 2007), in agree-

ment with the findings of the topic modeling.  

The concept map exposes the phases of the emergency cy-

cle emphasizing their essentiality to resilience management, 

from the pre-emergency phase to rehabilitation. It is interesting 

that hazard risk mitigation was identified as a separate dimen-

sion linked to disaster recovery plan. This finding expresses the 

importance that the literature attributes to the rehabilitation 

phases. It shows the progress that has been made in recent 

years, from being hardly addressed to becoming an integral part 

in the resilience management process (Smith and Wenger, 

2007). The fact that recovery plans were found to be separated 

from re-sponse plans reflects the attention that should be given 

to the rehabili-tation period in the context of disaster recovery 

both in research and practice (Smith et al., 2018). 

With respect to the association between vulnerability and 

community resilience dimensions, the perspectives in literature 

vary. Some researchers perceive these terms as antonyms (Nor-

ris et al., 2008), while others see these terms as complementary 
expressions (Miller, et al., 2010). According to (Cutter, et al., 

2006), vulnerability is an inherent characteristic or a quality of 

social systems, which creates the potential for harm; while re-

silience demonstrates the ability to respond to and recover from 

crises. Both of the terms include inherent components, reflect-

ing the characteristics of the social system, as well as other 
components related to an external disturbance. In accordance 

with Cutter et al.’s (2006) perspective, vulnerability was found 

to be separated from the resilience dimension in the collected 

corpus, indicating that they are not placed on the same contin-

uum. The association with educational aspects (children_ school 

_educ) in the proposed model further supports this approach.  

Hurricane Katrina (disast_hurrican_katrina) was a signify-

cant emergency situation that had fundamental effects on re-

search and practical implications on disaster preparedness and 

response (Norris et al., 2008). Although the exposed inhabitants 

at Hurricane Katrina were mostly at risk population (Myers et 

al., 2008; Zoraster, 2010), this event is linked in the concept map 

analysis to the community resilience dimension rather than to 

the vulnerability dimension. This can be attributed to the emphasis 
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that was given to the importance of community resilience dur-

ing a long term event, which was conceived due to the lack of 

governance in Hurricane Katrina (Baker and Refsgaard, 2007); 

particularly since leadership and governance play a significant 

role in the community resilience paradigm (Cox and Perry, 2011; 

Castleden et al., 2011; Wilson, 2012, Berkes and Ross, 2016). 

 

4.3. Psycho-Linguistic Analysis with LIWC 

The importance of the LIWC lies in that its categories 

were created by experts in multidisciplinary domains (Tausczik 

and Pennebaker, 2010; Pennebaker et al., 2015), as opposed to 

more automatic approaches (e.g., topic modeling). Based on 

the LIWC analysis (see Table A.1), death and sexuality (sexual) 

were seldom mentioned by the different topics. Although death 

is an outcome of emergency situations, resilience management 

literature seems to focus on mitigation and recovery rather than 

reporting outcomes. Moreover, the categories of preparedness 

(prep), time, and motion are thoroughly mentioned in the cor-

pus, with each category having an equal frequency in the four 

topics. The results reveal the importance of these aspects when 

designing emergency response plans.  

Environmental/Socioecological aspects deal with physical 

and sociocultural elements (Cerѐ et al., 2017). The literature de- 

scribes natural disasters that causes damage to the physical 

environment of the individual (Home), and relates to cultural 

aspects (Religion) as emergency copping factors (Alawiyah et 

al., 2011).  

Interestingly, the use of psycholinguistic analysis reveals 

that even though resilience is a term that belongs to a positive 

psychology stream (Seligman and Csikszentmihalyi, 2014), the 

corpus under study has an overall negative tone (less than 50, 

see Table A.1). Not surprisingly, this tone is due to the negative 

context surrounding resilience (Bonanno, 2004), like emer-

gency incidents, trauma and catastrophes. Considering the 

emotion reported in the literature of this corpus, Environmen-

tal/Socioecological articles generally describe damage and its 

influences (negative emotion), while Health articles focus on 

positive thinking (positive emotions). A more balanced narra-

tive in terms of sentiment, can help the manuscript sound more 

objective. Furthermore, enhancing the positivity of the manu-

script can empower the reader (Bradley and Lang, 1999). 

 

4.4. Summary 

The presented methods analyze the corpus from different 

complementary aspects providing a comprehensive analysis of 

the knowledge described in the corpus. Based on this study, the 

resilience management process is anchored on content from 

Environmental/Socioecological, Health, Infrastructure/Resource 

Management, as well as Organizational/Operational arenas. How- 

ever, according to the results of the topic modeling only around 

one percent of the publications in the corpus addressed all of 

these elements in a substantial manner. Combining psycholin-

guistic analysis together with topic modeling reinforces these 

results since the topics have significantly different distributions 

in the majority of the psycholinguistic categories (see Table A.1 

and Figure 4).  

Community and psychological processes play a significant 

role in resilience (e.g., Norris et al., 2008), although they were 

not identified as the main topics. Words related to community 

appeared in the topic of Environmental/Socioecological and in 

the topic of Health, both as words that were extracted automat-

ically (Table 1) and as words manually chosen by experts (Ta-

ble A.1). The importance of community is further illustrated in 

the concept map analysis where community and social aspects 

appear in three of the five clusters. 

Psychological aspects are highlighted mainly by the LIWC, 

with some psychological connotations indicated in the top 20 

words of the topic of Health as well as the topic of Environ-

mental/Socioecological aspects, such as adapt and engagement. 

This can be attributed to the minor role that individual resili-

ence and psychological aspects have when considering manage- 

ment processes. The LIWC reveals that each topic has different 

psychological characteristics. 

Health is mentioned both independently and in relation to 

other concepts, since in the past it was mainly addressed as a 

subtopic. Communication in resilience management is a core 

issue (Shittu et al., 2018). Based on the LIWC analysis, lan-

guage usage may vary between the academic literature of each 

topic. This might be also evident in the field while managing 

emergency situations. 

5. Conclusion 

This study presents natural language processing tech-

niques, demonstrating how they can be utilized to analyze the 

multidisciplinary field of resilience management. Applying 

NLP tools on a large diverse corpus of scientific articles yielded 

a systematic perspective, and helped gain environmental in-

sights and implications. Specifically, this study identified the 

various aspects that need to be considered when designing a 

comprehensive resilience management framework. The study 

also highlighted the importance of community and psycholog-

ical processes in advancing resilience management. Through-

out these aspects there is a need to relate to preparedness and 

time when developing response plans. Special focus and atten-

tion should be directed at themes of rehabilitation and to the 

recovery period. These insights may assist experts, both theo-

retically and practically, in better understanding, and hence bet-

ter addressing environmental changes and emergencies. 

 

5.1. Study Limitation and Future Studies 

This study analyzed a corpus of 392 scientific articles. The 

full text of the remaining 27 articles (6.4%) was inaccessible. 

These articles were published by 21 different journals, indicat-

ing that no specific field was omitted from the analysis (see 

Table A.2). The creation of the concept map is not determinis-

tic, in the sense that re-running the creation algorithm may pro-

duce a different map. Nonetheless, the chosen representative 

map was reviewed by researchers in the fields of resilience and 

emergency preparedness and response. This study was directed 

to a specific aspect of resilience (resilience management) with 
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a limited number of publications. No attempt was made to 

choose the same number of articles per year (see Figure A.1). 

Further studies should be conducted on larger corpora to get a 

broader perspective of resilience, and to identify trends through- 

out time.  
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